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ABSTRACT
Sketching in Virtual Reality (VR) is challenging mainly due to the
absence of physical surface support and virtual depth perception
cues, which induce high cognitive and sensorimotor load. This pa-
per presents WieldingCanvas, an interactive VR sketching platform
that integrates canvas manipulations to draw lines and curves in 3D.
Informed by real-life examples of two-handed creative activities.
WieldingCanvas interprets users’ spatial gestures to move, swing,
rotate, transform, or fold a virtual canvas, whereby users simply
draw primitive strokes on the canvas, which are turned into finer
and more sophisticated shapes via the manipulation of the canvas.
We evaluated the capability and user experience of WieldingCanvas
with three studies where participants were asked to sketch target
shapes. A set of freehand sketches of high aesthetic qualities were
created, and the results demonstrated that WieldingCanvas can
assist users with creating 3D sketches.
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1 INTRODUCTION
The recent advancement of Virtual Reality (VR) technologies has
facilitated creativity expression in a wide range of artistic appli-
cations including painting, drawing, 3D modeling, sculpting, and
animation. The immersive visuals and spatial input capabilities
have reshaped the ways how designers express and communicate
ideas., but meanwhile also induced new challenges as a result of
extensions to the spatial interaction. For instance, freehand sketch-
ing is among designers’ favorites for product ideation and allows
them to create various types of strokes to form accurate and aes-
thetic shape projections [39]. However, it is challenging to sketch
freehand in 3D space which often results in the lack of precision
and control, due to the absence of physical surface support and
virtual depth perception cues, as well as high sensorimotor demand
[5, 10, 25, 36].

Early work supported freehand sketching in 3D with auxil-
iary hardware for sensing user input or providing haptic feed-
back [8, 15, 20, 21]. Recent research efforts investigated ways to
beautify, neaten, and auto-correct strokes by providing visual guid-
ance to allow users to sketch more precise lines and curves in 3D
[5, 25, 27, 33, 38, 39]. As opposed to previous work on curve beau-
tification and correction that attempt to automatically predict the
desired shapes and apply corrections based on priors, we propose
to let users indicate their intent more explicitly by sketching free-
hand with facilitated precision and control. The interactions are
inspired by craft activities, in which users create precise shapes
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Figure 1: Concept design of WieldingCanvas: Invocate a spin-
ning canvas with one hand and touch the canvas with the
other hand to draw a circle.

such as replicable, symmetrical, Spin Art, cutting or sculpting on
papers, whiteboard, or clay that are manually rotated or spinning
automatically on a potter’s wheel (Figure 3). In these activities,
precise and controlled actions are facilitated via creating regular
movement of the painting board to help maintaining stability of
the drawing hand, that often engage cooperations of both hands.
Spin Art, for instance, involves rotating a canvas or paper while
applying drops of paint to create various patterns and designs. Sim-
ilarly, the use of rotational motion can aid in creating precise and
symmetrical shapes [2]. Although the specific techniques may vary,
the key principle is using regular movements to achieve precision
and replicate controlled forms.

This paper presents WieldingCanvas, an interactive VR sketch-
ing canvas with the aim to enable users to sketch freehand in 3D
with improved precision while maintaining explicit user control
over the result instead of doing automatic correction. The system
provides users with manipulable virtual canvases and two novel
strategies, including i) the users can indicate the type of geometric
shape they desire through non-drawing hand gestures that spawn
planar canvases with motions that generate regular shapes (Fig-
ure 1), and ii) the users can draw planar curves on a virtual planar
canvas, then deform them into 3D spatial curves with two-hand ges-
tures. In this paper, we first describe the design of WieldingCanvas,
capturing innovative ways to support motions and transformations
of the canvas that facilitate users’ sketching actions. A set of mid-
air gestures are defined to invocate WieldingCanvas with desired
motions (e.g., rotating, oscillating, swinging), or conduct target
transformations (e.g., curving, twisting) on sketched canvases. The
design is examined and refined by a group of five interaction design-
ers in VR and AR domains. We then present a prototype application
of WieldingCanvas, that demonstrates the coordination between
canvas manipulations and sketch actions to empower users to cre-
ate freeform yet refined lines and curves in VR. Interface design
factors including the appearance, visual and audio cues, haptic re-
sponses, affordance, and management of the canvases are carefully
considered and defined.

We present three empirical studies to evaluate whether Wield-
ingCanvas supports users on the following 3 criterion: drawing
precision (error compared to a target, smoothness), completion time
and task load. Additionally, a usability study is provided. Partici-
pants with few VR sketching experience were recruited and asked
to sketch primitive lines and curves, target 3D shapes, and free

creations, respectively. The results indicated that WieldingCanvas
can support expressive creation of lines and curves in 3D. The
novel functionalities improve drawing precision and smoothness,
and lead to lower frustration in performing the task compared to
the baselines, i.e., freehand 3D sketching and sketching on non-
manipulable virtual canvas. Although it costs more time in general
to complete the drawings using WieldingCanvas, most participants
still preferred using the interactive canvases to assist them to draw.

The paper made the following contributions: i) WieldingCanvas
as a novel assistive 3D sketching technique that cooperates can-
vas manipulations and freehand drawing activities; ii) the design
and implementation of interactive canvases that provide motions
and transformations to facilitate users’ sketching activities with
improved precision and smoothness; iii) the evaluation of Wielding-
Canvas that indicates how sketch operations combined with canvas
manipulations can advance users’ freehand 3D sketch capabilities
in VR.

2 RELATEDWORK
WieldingCanvas is designed to empower users’ freehand sketching
capabilities in VR via integrating canvas manipulations and sketch
actions. We draw inspirations from previous work on exploring
sketching interfaces in VR, creative interactions with both hands,
and the use of physical and virtual surfaces in VR/AR.

2.1 VR Sketching Interfaces
As VR technologies are getting more prominent, commercial sketch-
ing applications such as TiltBrush [14] and GravitySketch [33] are
widely available and have captured users’ imagination on novel
ways to sketch in 3D. Though very popular, it is known that VR
sketching is non-trivial as people are used to sketching in 2D plane
[37], and when it comes to the 3D space, people face challenges such
as depth perception errors and the absence of a physical surface
[5, 9]. These limitations result in less accurate drawings but higher
cognitive and sensorimotor load [25]. Addressing the challenges
in VR sketching, studies such as those by Machuca et al. [24] delve
into the selection of appropriate interaction devices and techniques,
considering user needs and the unique affordances of different tools
in 3D sketching environments. Wiese et al. [36] investigated the
learnability of 3D sketching and found that with training, sketch
quality was improved but time cost remained unchanged, and the
shape of the target seemed to have no influence on sketching per-
formance. The work raised an interesting question to what extent
do the higher error-proneness and higher sensorimotor demands
cause the loss of performance quality for 3D objects respectively.
Arora et al. [5] further looked into how physical constrains, visual
guidance, orientation, and scale affected users’ 3D drawing capa-
bilities and pointed out that including physical surfaces and visual
guidance is efficient in reducing the loss of drawing precision.

Recently it has been of special interest to researchers to look
into how to empower users’ sketching abilities in VR. For instance,
Machuca et al. [25, 27] leveraged the design of snapping planes,
beautification trigger points, and a set of visual guides to help
users improve shape-likeness and stroke precision. Yu et al. [38]
explored a 3D optimization method that helps users create auto-
matically connected and predicatively smoothed curves. Singh et
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al.[32] explore the integration of traditional French curves with
contemporary computer-aided design. Grossman et al.[16] presents
a novel interface for directly manipulating curves in both 2D and
3D environments. Fung et al.[13] present Kinematic Templates as
innovative end-user tools for content-relative cursor manipulations,
designed to assist in the creation and manipulation of 2D visual
compositions. Yu et al. [39] provided product designers with vi-
sual references (i.e, scaffold) and auto-correction to draw accurate
and aesthetic shape strokes. In addition to these auto-correction,
beautifying, and neatening approaches, researchers investigated
ways to exploit physical surfaces during drawing. Wacker et al.
[35] studied the feasibility of using physical objects as tangible
references to direct 3D sketching. Drey et al. [11] and Henrikson
et al. [17] used additional devices such as tablet to assist drawing,
where users stick to the traditional and familiar tablet + pen in-
put method while viewing the sketches in VR. While much of the
existing research focuses on VR environments, several studies in
non-VR settings offer valuable insights. For example, the work by
Ikeda et al. [19] employs canvas rotation to assist users in quickly
sketching fluid targets. This approach highlights the potential bene-
fits of canvas manipulation techniques in enhancing user efficiency.
The importance of such advancements is underlined by Machuca
et al.[26]’s work, which presents a comprehensive framework for
evaluating these emerging tools and methodologies in the context
of 3D immersive sketching.

Inspired by creative activities in real life, we present an alter-
native 3D sketch input metaphor for users to integrates canvas
manipulations into drawing actions, in order to facilitate the cre-
ation of 3D lines and curves in VR.

2.2 Two-Handed Creative Interactions
Two-handed activities are natural for human beings and can be cat-
egorized based on how the brain coordinates two-sided or bilateral
movements, including symmetrical, alternating, and using a more
active movement side together with a stabilizing side [28]. In daily
lives, we use two-handed movements to create artifacts such as
paper cutting, making pottery, and drawing with pen and paper,
and previous research showed that it is beneficial to borrow the
"feel" from a physical scene, and use two-handed actions in innova-
tive ways to exploit the dexterity from both hands in interactive
sketching systems. Bae et al. [6, 7] designed a 3D curve sketching
system that integrated the affordance of pen and paper with sev-
eral novel features. In their system, a user’s non-preferred hand
was used to press buttons to trigger clutching functions. Kim et al.
[22, 23] creatively used a non-drawing hand to provide hand pos-
ture information to sketch 3D handheld products and to generate
approximate 3D shapes as well as sketching scaffolds.

Some other notable works were based on touchscreen tablets,
where touch gestures were combined with pen-based sketch in-
put to provide additional affordance. For instance, Henrikson et al.
[18] provided rich interactions for depth specification in sketch-
ing stereoscopic storyboards by using a non-drawing hand to di-
rectlymanipulate stereoscopic visualizationswhile creating content.
Pfeuffer et al. [29] explored two-handed interactions on tablets that
unified touch gestures from one hand with 2D pen commands from
the other hand for 3D sketching and manipulation. Our work was

inspired by these works and explored the design space of cooperat-
ing both hands for expressive line and curve sketching in VR with
the assistance of interactive canvases. Different from previous work,
the hand actions in WieldingCanvas involve 1- the non-drawing
hand invocates a virtual functional canvas (e.g., rotating, oscillating,
swinging) whereby the drawing hand sketches on it, and 2- using
both hands to transform a canvas (e.g., bend, twist, stretch) with
sketched lines or curves. Grossman et al. [16] present an interface
for far more direct manipulation of curves using a specialized two-
handed controlled input device. Verhoeven et al. [34] introduced a
prototype that allows users to deform a mesh using their fingers
on both hands.

2.3 The Use of Surfaces in VR/AR
Compared to sketching in 2D, drawing in 3D (e.g., VR) introduces
a higher cognitive and sensorimotor workload. To alleviate the
drawing burden in 3D, researchers have explored various forms of
surfaces, including physical and virtual ones, and integrated them as
part of VR/AR sketching interfaces. One straightforward idea is to
use tablets. Xin et al. [37] used a tablet and pen to create 3D sketches
on top of a physical napkin. Arora et al. [4] combined 2D and 3D
sketching with the help of a tablet and for AR applications. Drey et
al. [11] took a similar approach and investigated the combination
of the 2D sketch on a tablet and the 3D sketch in mid-air for VR.
On the other hand, creating and manipulating virtual surfaces is
useful as it provides visual and sketching references. For instance,
Bae et al. [7] supported automatic sketch plane selection, extruded
surface sketching, and freeform surface sketching in their system.
Schholne et al. [30] supported users to mark 3D space and create
organic 3D shapes directly from hand motions. Similarly, Fuge et
al. [12] and Kim et al. [22] asked users to use their non-drawing
hands to create surfaces in the virtual space.

Our work also requires virtual surfaces and uses them as inter-
active canvases to support primitive drawings and shape creation.
An earlier work on 3D stroke painting in a 2D viewport window by
Schmid et al. [31] shared a similar idea about using shaped canvas.
They proposed a canvas defined by implicit surfaces of approximate
3D proxy, which allowed users to directly paint 3D strokes using
the canvas. Compared to their work, WieldingCanvas not only
supports shaped canvas but also allows for integration of canvas
manipulation and sketch actions in VR.

3 DESIGNING INTERACTIVE SKETCH
CANVASES

Figure 2: When sketching, the drawn lines are accurate in
the user’s field of view, but when viewed from another angle,
it will find that the deviation is very large.
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Freehand sketching in VR can be difficult for drawing regular
shapes, such as straight lines or circles, due to users’ lack of experi-
ence or skill in controlling depth with arms and hands in the air
[3]. Figure 2 illustrates the problems for freehand sketching in VR
from real examples, that the lines and curves are not smooth and
cannot be aligned to single planes. We aim to improve the sketching
precision while maintaining full user control in the hand drawing
process, as opposed to having a system “beautifying” the sketch
automatically.

Figure 3: The creative inspiration of the WieldingCanvas:
(a) drawing a circle by moving the paper instead of the pen.
keep pen still and rotate. (b) paper-cutting by folding and
turning the paper instead of moving the scissor. keep right
scissors still and rotate. (c) Spin art on white board.1 (d) clay
on potter’s wheel.2

The design of WieldingCanvas is inspired by the underlying
principle common in various handcrafting processes (Figure 3),
where controlled manipulation of the medium results in enhanced
outcomes. This principle is exemplified in pottery, where regulating
clay deformation on a rotating base is key. In cake decoration, chefs
rotate the plate for precise cream curvatures; and in paper cutting,
where controlled rotation and folding of the paper aid in achieving
symmetry and precision. Inspired by this principle, our solution
for addressing 3D hand-drawing inprecision is centered around
introducing virtual canvases that can be repeat regular motions
or deformed for users to sketch on. Based on this framework, we
expanded standard motion into rotational, linear, and pendulum
motions, and elaborated deformation to include stretching, bend-
ing, twisting, and folding as central components of our design. By
making use of the simulated physical properties of the canvases,
we introduce a new approach to facilitate the manual creation of
regular shapes or smooth 3D curves. We envision WieldingCan-
vas as having the capability to integrate seamlessly into existing
drawing processes, thereby boosting performance in sketch-based
activities.

3.1 Hand Action Sequences
When incorporating canvas manipulations with users’ drawing
actions, it is crucial to figure out suited hands’ operations, e.g., in a
simultaneous, sequential, symmetrical or alternating manner. First,
canvas manipulations could happen after the drawings to deform
sketched lines or curves, whereby the actions could be straight-
forward and get both hands involved. Second and what is more
challenging, is that manipulating the canvas for drawing with both
hands acting simultaneously, like sketching or cutting while rotat-
ing the paper (Figure 2), would require the non-drawing hand and
1https://images.squarespace-cdn.com/content/v1/5e0e1aed65066232ebd5e14d/1647213685965-
ONQE2W8VR60S2A10ZRBS/SpinningArtRobotInAction2.JPEG
2https://keyassets.timeincuk.net/inspirewp/live/wp-
content/uploads/sites/8/2022/04/CLI350.ints_ceramic.0037-2-920x764.jpg

the drawing hand move synergistically while maintaining accurate
and steady. However, unlike real-life scenarios, simultaneous spa-
tial operations of both hands can be problematic. During the design
exploration process, we discovered that it was challenging to simul-
taneously operate the canvas with one hand while maintaining the
control over the brush with the other hand. Specifically, due to the
lack of physical constraints, the action of one hand (e.g., rotating
the canvas with a controller) affects the stability of the other (i.e.,
the drawing hand) in the mid-air, which might be unnoticeable to
users themselves.

To verify if this problem exists, we carried out an informal pilot
study and invited 6 participants (2 female, avg. age = 24.3) from a
local university who had no experiences in VR before. We imple-
mented an application in VR that replicated the scene of drawing
circle via rotating the paper. We asked the participants to rotate
the virtual canvas with the controller in their non-drawing hand,
and meanwhile, touch the canvas with the other controller (as the
brush) and hold steady using their drawing hand while standing.
We recorded the results and found that the passive shaking of the
drawing hand due to the motions of the non-drawing hand was
inevitable and affected the outcome, resulting in swirling circles,
as illustrated in Figure 4.

Figure 4: Due to the lack of physical constraints, rotating
the canvas affects the stability of the drawing hand in the
mid-air.

To avoid such a problem, we suggest the two hands act sequen-
tially instead of simultaneously, meaning that users could rotate
the canvas first and then draw the circle on the spinning canvas,
as shown in Figure 7. In this way, users can maintain the stability
of the drawing hand by keeping body posture still. There could
be feasibility where users manipulate the canvas and sketch on it,
both with the drawing-hand. However, to make it simple and the
UI function less confusing, we decided to go for the way using both
hands, and let the non-drawing hand to invocate the canvas, and
the drawing hand to control a virtual brush and sketch.

Based on these hands’ operations, WieldingCanvas is designed
to include sequential hands’ actions to coordinate canvas manip-
ulations and drawing actions, and simultaneous hands’ actions
to transform the canvas with sketched lines and curves, both to
enhance users’ freehand sketching capabilities. The design ofWield-
ingCanvas is elaborated on in the following.

3.2 Canvas Manipulations and Drawings
After deciding on the hand manipulation sequence, the next step is
to design and prototype the canvas manipulation for supporting
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drawing. We explore the use of two types of basic physical manipu-
lations for paper: motion and deformation. Although the exhaustive
lists of both types of operations can be infinite, we chose a few
representative operations for testing our approach with a proof-
of-concept prototype. Our design of WieldingCanvas supports the
activation of three types of canvas movement before drawing on it:
Transport, Rotate and Oscillate. Users could also deform the canvas
after drawing on it to add 3D curvature. Four types of deformations
are supported: Fold, Bend, Stretch and Twist. Below we describe
in detail how the canvas motions are created and activated via
non-dominate hand gestures before drawing, as well as how can-
vas deformation can be performed with both hands, akin to in the
physical world, and the curvatures it adds to the drawings.

3.2.1 Invocating Gestures. As said, users initially used their non-
drawing hand/controller to manipulate the canvas. However, when
starting with a blank canvas in VR, users had to first invocate the
canvas through a button press and menu selection, followed by
positioning and orienting the canvas for drawing. This process
was found to be inefficient and required too many redundant steps.
To address this issue, an optimized gestural approach was imple-
mented for canvas invocation. Users can now perform a simple
gesture, such as circling or waving their non-drawing hand (with
the controller’s thumb button pressed) in mid-air to initialize the
canvas with desired functions, such as spinning or oscillating. The
system then recognizes the gesture and the corresponding canvas
appears in the scene (see Figure 5). This new approach reduces the
number of steps required and improves the efficiency of canvas
invocation.

Figure 5: Four canvas invocation gestures of the motion can-
vas, and use the displacement of the handle directly as the
input of the gesture action: a) circle action. b) straight action.
c) curved action. d) fold action.

The gesture recognition is based on the movement trajectory
of the hand. When a user presses the invocating button, visual
particles are displayed along with the controller, and the system
creates a trailing effect that signifies the recording of the hand
motion trajectory for gesture recognition. To streamline the process,
enhance real-time computational efficiency, and acknowledging
that not all points need spatial information, we opted to project
point data onto a plane. We provide two plane options for users:
one that always faces the user and another based on the fitted plane
of all points. The user-facing plane, preferred by novices, offers
visual effect that engages them, making it easier for beginners.
The fitted plane option, with its three-dimensional coordinates and
orientation, allows for control over the canvas’s final position. This
approach balances simplicity with user preference and functionality.
The recognition process relies on several key feature values, which

encompass the radius of the fitted circle, linear correlation, the
presence of a V-shaped pattern, detection of a W-shaped bottom,
and the sum of angles. The first four feature values are obtained
through well-established standard algorithms. In contrast, the ’sum
of angles’ is a unique method employed to estimate the cumulative
radians of the fitted shape. The formula for calculating sum of angle
is as follows:

𝑠𝑢𝑚𝑎𝑛 =

𝑛−1∑︁
𝑖=1

𝐴𝑛𝑔𝑙𝑒 ( ®𝑃𝑐𝑃𝑖 , ®𝑃𝑐𝑃𝑖+1)

where 𝑃𝑖 denotes the sampling point, while 𝑃𝑐 refers to the center
of the fitted circle. The adjacent vectors that connect the hand
trajectory sampling point and the trajectory circle are represented
by ®𝑃𝑐𝑃𝑖 and ®𝑃𝑐𝑃𝑖+1 respectively (Figure 6a).

Once the trajectory is recognized as an invocating gesture, the
corresponding canvas gets created and its ininitial parameters, in-
cluding its position, orientation, and speed, are determined by the
gestural trajectory. More detailed descriptons are included in the
following subsections.

Figure 6: Trajectory of controller/hand: a) Circle. b) Straight
line. c) Arc. The red dot represents the starting point (𝑃0), and
the green dot represents the ending point (𝑃1).

3.2.2 Circle. WithWieldingCanvas, circles are drawn by first invo-
cating a rotating canvas via users tracing their non-drawing hand
in an anticlockwise circular pattern, and then painting at a single
point onto the spinning canvas with the drawing hand (Figure 7).
This gives users novel 3D sketching experiences with the ability to
rapidly draw a circle with a higher level of control and precision.
WieldingCanvas initilizes the spinning canvas and sets its position
based on the invocating gesture. Specifically, the center of the can-
vas is determined by the center of the fitted circle. The initialization
speed and rotational direction of the canvas are calculated based on
𝑠𝑢𝑚𝑎𝑛 , as listed in the previous subsection. Moreover, the canvas
rotating speed increases with the number of turns made by the user.
While a faster rotating speed allows for faster drawing, it may be
more challenging to maintain the precision. This design enables
users to set their preferred rotating speed, providing skilled users
with the ability to improve their efficiency.

The canvas keeps rotating after the controller leaves and decel-
erates with a coefficient of friction of 0.01. Users can also rotate
an existing canvas in the scene by touching the controller to the
canvas and perform the circling actions.

3.2.3 Straight Lines. We followed a similar approach and designed
the interaction to support users to draw straight lines on the canvas.
Users perform a horizontal waving gesture from left to right, or
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Figure 7: The 4 steps of drawing circle with spinning canvas:
a) Perform a circle action by left hand. b) Generating canvas
in motion. c) Drawing by right hand. d) Completed circle.

vise versa with the non-drawing controller and the trigger button
pressed. To calculate the real-time position of the canvas after users’
action, we use the following equation:

𝑃 = 𝑃0 − ®𝑃0𝑃1 · 𝑒−𝑏𝑤𝑐𝑜𝑠 (𝑡
√︁
𝑤2 − 𝑏2𝑤2)

This equation is used when the system detects that the trajectory
is sufficiently linear (i.e., larger than 0.5) and |𝑠𝑢𝑚𝑎𝑛 | < 50◦, and
a virtual canvas fades in and starts to oscillate. The start and end
points of the trajectory define the two ends of the oscillatingmotion,
while 𝑃0 and 𝑃1 are the starting and ending points of the gesture
(Figure 6b), respectively. The spring slope and friction coefficients,
𝑤 and 𝑏, respectively, are determined empirically and affect the
speed of simple movement.

Users can then put and hold the drawing controller still on the
canvas via the other hand, to draw a straight line, as shown in
Figure 8. To work with an existing canvas, users first drag the
canvas either horizontally or vertically with one hand and release
it to make the canvas move back and forth along the dragging
direction, like a spring. Besides straight lines, such a method allows
users to purposely move the drawing hand, e.g., slightly in the
direction perpendicular to the canvas’s moving direction at each
inflection point, to draw parallel lines or reciprocating lines to
represent a surface.

Figure 8: The 4 steps of drawing straight line with moving
canvas: a) Perform a straight action by left hand. b) Generat-
ing canvas inmotion. c) Drawing by right hand. d) Completed
straight line.

3.2.4 Curves. A similar approach was applied to assist users with
drawing curves. First, users swing the non-drawing hand to invo-
cate the canvas and make it do pendulum movement by gravity.
The canvas appears and starts moving at the end of the gesture
trajectory, and performs a pendulum motion on the plane where
the fitting arc of the trajectory is located. The real-time angular
acceleration of motion can be calculated as:

𝑎𝑙𝑝ℎ𝑎 =
𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 (𝑂, 𝑃1) ·𝐺

𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 ((𝑂.𝑥, 𝑃1 .𝑦,𝑂.𝑧),𝑂)2

where 𝐺 is the gravitational acceleration, and the movement
acceleration 𝑎𝑙𝑝ℎ𝑎 is determined by 𝐺 . The movement velocity
has an initial value of 0 and changes every frame according to the
𝑎𝑙𝑝ℎ𝑎. 𝑂 is the center of the fitting circle of the arc, and 𝑃1 is the
endpoint of the gesture trajectory (Figure 6c). Then users keep their
drawing hand static on the canvas. In this way, a smooth curve can
be drawn, as shown in Figure 9. Similarly, to work with an existing
canvas, users can press the button and drag the corner of the canvas
towards a position. Releasing the button will let the canvas take
the initial position as the drawing point, and the current position
as the starting point for a pendulum movement.

Figure 9: The 4 steps of drawing smooth curve with moving
canvas: a) Perform an arc action by left hand. b) Generating
canvas in motion. c) Drawing by right hand. d) Completed
curve.

3.2.5 Repetitive Shapes. The design of the foldable canvas is in-
spired by the traditional Chinese folk art of paper-cutting. Folding
operation helps create symmetrical shapes, which often appear
in drawings (Figure 10). First, users create a canvas folded in two
or four equal parts and then draw a pattern on the folded canvas.
Unfolding the canvas forms two or four copies of the same pattern,
which results in a fine drawing with symmetric patterns. Similar to
the previous ones, users perform a gesture to indicate the canvas
folding command, where a ’V’ or ’W’ shape gesture represents a
canvas being folded once or twice. To work well with the folded
canvas, it prefers users to have good imagination of the final effect
based on the pattern to sketch. The folded canvas simplifies user
operations and extends the ability to draw symmetric shapes.

3.3 Canvas Transformations
Transformable canvases enable users to begin with basic shapes
and then apply deformation operations on them, such as bending,
stretching, and twisting operations on canvases, to generate com-
plex 3D curves. Three types of transformable canvases are designed
to help users draw complex curves or planes with corresponding
operations.

3.3.1 Bend Operation. Users can bend the canvas to create 3D
curves. The design is derived from actions to bend a real paper. As
shown in Figure 11b, the user grasps the two edges of the canvas and
rotate the hands in opposite directions with sketched 2D lines. The
rotation on Roll axis of the handle controls the degree of bending.
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Figure 10: There are two ways to call a foldable canvas, with
drawing a ’V’ or ’W’ to invocate 1-fold or 2-fold canvas, re-
spectively. 1-fold steps: a) Perform a ‘V’ action by left hand.
b) Drawing by right hand. c) Unfold the canvas. 2-fold steps:
d) Perform a ‘W’ action by left hand. e) Drawing by right
hand. f) Unfold the canvas.

Figure 11: The three deformation methods require both
hands to operate at the same time: a) Original. b) Bend Oper-
ation. c) Stretch Operation. d) Twist Operation.

The curved shape is adjusted using a cubic Bézier curve formula,
as shown in the following:

𝑃 = 𝑃𝑙 · (1−𝑡)3+(𝑃𝑙 + ®𝑙𝑒 𝑓 𝑡) ·3(1−𝑡)2𝑡+(𝑃𝑟 + ®𝑟𝑖𝑔ℎ𝑡) ·3(1−𝑡)𝑡2+𝑃𝑟 ·𝑡3

where ®𝑙𝑒 𝑓 𝑡 and ®𝑟𝑖𝑔ℎ𝑡 represent the direction vector after rotation
on the Roll axis. 𝑃𝑙 represents the grasping position of the left hand
and is also the starting point of the Bezier curve. 𝑃𝑟 represents the
grasping position of the right hand, which is also the end point of
the Bezier curve. 𝑡 is the parameter that determines the position of
a point P on the curve, ranged from 0 to 1. When 𝑡 is 0, P is at the
start of the curve (at 𝑃𝑙 ), and when 𝑡 is 1, P is at the end of the curve
(at 𝑃𝑟 ). The value of 𝑡 between 0 and 1 determines the position of P
on the curve between 𝑃𝑙 and 𝑃𝑟 (Figure 12a).

Users may want to draw curved strokes like a ’S’ shape in 3D
space. In these cases, the bending canvas may produce a curve
with desirable perfect curvature because it is easier to operate with
the canvas than sketching on the canvas. Meanwhile, with this
proposed method, not only symmetric shapes but also asymmetric
shapes can be generated. Users only need to rotate their hands to
different degrees to create asymmetric curved shapes following the
rule of the Bézier curves.

3.3.2 Stretch Operation. In the stretching mode, the canvas can
be stretched so that elastic curves can be created with less effort.
Canvas can be extended or shortened in one direction (Figure 11c).
With stretching operation, the user can hold the two edges of the
canvas, and then according to the distance variation between the
two controllers, the curves on the canvas can be stretched or com-
pressed accordingly. When the two edges of the canvas are held,
the global deformation is applied. When the middle parts are held,

Figure 12: Canvas Transformation and Deformation: a) Bend
Deformation. b) Stretch Deformation. c) Twist Deformation.
The point 𝑃0 represents any point on the canvas or stroke
before deformation, and 𝑃 represents the same point after
deformation. Canvas transformations are used to adjust the
shape and scaling of the canvas or stroke, allowing for dif-
ferent forms of deformation to be applied.

only the local part between the controllers is deformed without
affecting other parts. Such a global and local fine-tuning mechanism
enables users to modify the shape of curves with high flexibility.
The calculation of the shape changing happens in the local space
as following:

𝑃 = 𝑃0 + ®𝑂𝑃 ′
0 · (𝑟𝑎𝑡𝑒 − 1)

where rate is obtained based on the distance between the two
controllers, which determines the degree of boost or compression.
𝑂𝑃

′
0 represents the origin of the stretching direction,𝑃0 represents

the initial point before deformation, and 𝑃
′
0 is projection of this

point in the stretching direction (Figure 12b).

3.3.3 Twist Operation. Twist operation allows the canvas to rotate
in a spiral pattern and thus extend lines or curves to the third
dimension (Figure 11d). Users can create spiral 3D strokes that
are difficult to create with existing VR drawing tools. With this
operation, users just need to hold both edges of the canvas and
twist them against each other to generate a spiral 3D curve or a
surface. This operation allows users to generate centrosymmetric
three-dimensional shapes by twisting the canvas spirally according
to the angle of the controller. The deformation is also calculated in
local space, and the point on mesh is represented as following:

𝑃 =(𝑥0𝑐𝑜𝑠 (𝑧0 (𝐴𝑛𝑙 −𝐴𝑛𝑟 )) − 𝑦0𝑠𝑖𝑛(𝑧0 (𝐴𝑛𝑙 −𝐴𝑛𝑟 )),
𝑥0𝑠𝑖𝑛(𝑧0 (𝐴𝑛𝑙 −𝐴𝑛𝑟 )) − 𝑦0𝑐𝑜𝑠 (𝑧0 (𝐴𝑛𝑙 −𝐴𝑛𝑟 )), 𝑧0)

The angles 𝐴𝑛𝑙 and 𝐴𝑛𝑟 are obtained from the variation of the
Pitch axis angle of the controllers, where each hand controls one
input. The degree of twist increases as the difference between 𝐴𝑛𝑙
and𝐴𝑛𝑟 increases. The variable 𝑧0 is mapped from 0 to 1 in the local
space, and the point (𝑥,𝑦, 𝑧) is deformed such that 𝑧 = 𝑧0 remains
unchanged before and after deformation. The deformation of the 𝑥
and 𝑦 components of the point can be seen as a two-dimensional
vector rotation formula, but the rotation angle is determined by
𝑧0 (𝐴𝑛𝑙 −𝐴𝑛𝑟 ). The linear change of 𝑧0 causes the mesh to change
spirally in three-dimensional space after deformation (Figure 12c).

3.4 WieldingCanvas Interface Design
WieldingCanvas leverages the advantage of enabling sketchingwith
canvas manipulations, with which users can create various accurate
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and smooth lines and curves in 3D space using the VR controllers.
Besides the functions of the canvases, their use in VR requires
significant extra design considerations to be effective, efficient and
easy to learn.

3.4.1 CanvasManagement And Accessibility Features. The canvases
provide the functions to sketch lines, circles, and curves, and in
the actual sketching activities, users may often need to assemble
the sketches and adjust their positional relationship. This brings
up the requirement for snapping the canvases to facilitate user
manipulation of the sketches. For instance, when drawing a group
of parallel wheels, parallel snapping to align the canvases can reduce
users’ workload.

In actual sketching activities, users do not need the canvas to
visually appear all the time. We designed a method for users to
toggle the showing and hiding of the canvas . When users finishes
working on a canvas, they can hide the canvas by pressing Y when
it is selected. In the hiding state, only the strokes on the canvas are
visually available. Contacting the hidden canvas shows a red dot in
the center so that users are aware of the position of the canvas.

WieldingCanvas offers button-less interaction for basic drawing,
enabling immediate sketching upon touching the canvas to reduce
response time. The advanced functions, compatible with Tilt Brush
UI, include button-based drawing beyond the canvas, rich brush
customization, and common editing features like copy, undo, and
redo.

3.4.2 Visual, Auditory, and Vibration Feedback. The goal of the
vibration feedback is to meet challenges of 3D freehand sketching
which lacks adequate feedback. When users touch the canvas with
the non-drawing controller, a slight vibration is provided to remind
them that the canvas is ready to be used (Figure 13). There is no
vibration feedback when the drawing controller touches the canvas.
Only when users press the trigger button to indicate they are ready
to sketch, the controller gives strong vibration to prompt the be-
ginning of drawing. When the drawing controller is used to sketch
on the canvas, users feel a weak friction shock, which is designed
to provide a similar experience of drawing on a piece of paper.

Besides, visual feedback is designed to indicate different sketch-
ing stage. When the non-drawing controller touches the canvas,
the canvas gets yellow highlighted around its edge as a prompt. The
color of the brush turns blue when the drawing controller touches
the canvas, and it turns pink when it get away from the canvas. Au-
ditory feedback is provided when users select the specific function
of the canvas. For instance, when users sketch on the canvas with
the drawing controller, users hear a faint friction sound to increase
users’ immersion experience.

4 EVALUATION
Our evaluation of WieldingCanvas meticulously examines two key
aspects [26]: 1) the assessment of sketching artifacts, and 2) the
evaluation of sketching tools. These evaluationswere systematically
carried out in Study 1 and Study 2, respectively.

Study 1 explores whether enabling canvas manipulation in VR
can improve the precision of freehand drawing for basic shapes.
The hypothesis for Study 1 is that the ability to manipulate the

Figure 13: The feedback of the canvas is divided into non-
drawing controller feedback and drawing controller feed-
back: a) The state of the canvas when it is not in use. b) When
the left hand touches the canvas, the edge of the canvas will
be highlighted and vibrated at the same time. c) The brush of
the drawing controller touches When painting the canvas, it
vibrates a bit, while during painting it provides intermittent
vibrations and constant sounds to simulate friction.

canvas will lead to increased precision and quality in drawing basic
shapes.

Study 2 examines whether WieldingCanvas can enhance the
quality of hand-drawn complex 3D objects. It also seeks to under-
stand the tool’s versatility in supporting open-ended hand-drawing
tasks. The hypothesis for Study 2 is that WieldingCanvas, by fa-
cilitating more natural and intuitive drawing movements, will not
only improve the quality of complex 3D hand-drawn objects but
also provide a effective tool for different drawing tasks.

Study 1 and Study 2 are interconnected, with each building upon
the other in a progressive assessment of our technique’s capabilities.
Study 1 centers on the precision of replicating basic shapes, testing
foundational elements like ease of use and precision. Study 2, build-
ing upon Study 1’s outcomes, tackles more complex 3D drawing
tasks to evaluate the technique’s versatility and effectiveness in
diverse, intricate scenarios. Together, these studies form a compre-
hensive evaluation, demonstrating the technique’s efficacy from
basic to advanced sketch tasks.

4.1 Apparatus and System
The hardware used is Meta Quest 2 and our system is ingeniously
developed from the open-source version of Tilt Brush [1], utiliz-
ing C# and Unity along with the Oculus and SteamVR SDKs. The
open-source version of Tilt Brush, while excluding certain premium
resources, maintains a level of functionality that closely parallels
that of the commercial version. As a direct fork of Tilt Brush, our
platform inherits the entire spectrum of its capabilities. We’ve con-
ducted extensive testing to ensure its robust performance on the
Quest2 platform, which includes the process of APK packaging and
installation. To further refine our understanding of user interac-
tion with the system, we employed the Virtual Desktop stream-
ing tool in Study 1&2. To facilitate this, our system operated on
a high-performance laptop with an AMD Ryzen9 5900HX CPU
and NVIDIA GeForce RTX 3070 Laptop GPU, while all display and
interactive elements were seamlessly executed on the Quest head-
set. This setup provided an efficient and comprehensive means to
observe user engagement with the system.
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4.2 Study 1: Evaluating Sketching Artifacts
We conducted an empirical user study to assess the capacity and
user experience ofWieldingCanvas, focusing on it supports users to
leverage canvas manipulations to create lines, curves, and shapes in
VR. We conducted comparative analyses between WieldingCanvas,
OnlyCanvas, and TiltBrush [14]. OnlyCanvas, a derivative of Wield-
ingCanvas, exclusively employs a brush for drawing on the virtual
canvas, eschewing the use of other techniques. The inclusion of
OnlyCanvas in our study was intended to isolate and observe the
effects attributable solely to the virtual canvas. TiltBrush represents
a commercial VR system distinguished by its capability to facilitate
painting directly in mid-air.

4.2.1 Design. The study was conducted using a within-subject
design, where each participant was tested across three different
technologies(WieldingCanvas, OnlyCanvas, TiltBrush) and five dif-
ferent tasks(circle, line, bow, tilde, ellipse). These geometries are
designed to be drawn in a single, continuous motion. Furthermore,
all selected geometries can be replicated using each of the tested
techniques, ensuring a consistent basis for comparison. The key
distinction between drawing circles and ellipses lies in the need for
sequential utilization of motion and deformation functions when
creating ellipses with WieldingCanvas. The situation is similar to
tilde. The sequence in which technologies were presented was coun-
terbalanced across participants using a Latin Square design. And
each task was performed three times by each participant. Tasks
appeared in random order, and participants were required to com-
plete all tasks associated with one technology before moving on
to the next. Each of the 5 tasks was repeated three times for each
technology, resulting in a total of 45 strokes per participant.

4.2.2 Task. A group of five basic geometries were selected that in-
cluded circle(radius=21.7cm), line(length=52.8cm), bow(with=54.1cm,
height=9.5cm), tilde(with=52.2cm, height=23.7cm), ellipse(with=54cm,
height=36cm), as shown in Figure 14. During the drawing tasks, the
task targets remained visible, allowing participants to continuously
track the target while sketching.

Figure 14: The set of targets to draw that were used in Study
1: a) Circle. b) Line. c) Bow. d) Tilde. e) Ellipse.

4.2.3 Procedures. We aim to gauge the efficacy of the tool through
a triad of metrics: stroke precision, stroke quality, and efficiency.

Stroke precision is defined by the degree to which a user’s stroke
adheres to the intended task outcome. We measured the error, de-
fined as the average distance from the point drawn by the user to the
closest point on the target stroke. For circle or horizontal line tasks,
it can be simplified to the distance from the point to the axis origin
or X-axis. As for other tasks, it was approximated by the distance
of the nearest discrete point on the target strokes. Stroke quality
typically encompasses attributes such as the smoothness and aes-
thetic appeal of the lines. Within this context, we quantify stroke

quality by the degree of non-smoothness which was calculated as
the mean difference of curvature of the drawn curve stroke(exclude
line task).a lower measure of non-smoothness indicates a higher
quality, characterized by smoother strokes and reduced jaggedness.
Jaggedness is usually caused by the vibration of the brush controller
during use. In terms of efficiency, we measured the completion time.

4.2.4 Participants. We recruited paid 16 participants (eight female
and eight males, avg. age = 24.2 years) from a local university, and
all of them is right-handed. Among them, five participants had no
or little VR experience. None of the participants had prior sketch
experience in VR.

Participants signed a consent form before starting the study. They
were given a tutorial on how to use the default drawing method
provided by the using WieldingCanvas, OnlyCanvas and TiltBrush
respectively. Then, they were given a few trials as training before
doing the tasks. In the experiments, the participants were asked to
complete all task using both WieldingCanvas and TiltBrush. The
order of the techniques was counter-balanced. It took an average
of 50 minutes for each participant to complete the tasks including
the training phase. Besides the error and smoothness, we measured
the task completion time for all task. The completion time of every
task was measured as from when the target appeared, to when the
user clicked the submit button. To ensure experimental fairness, all
condition were conducted using the same type of brush and color,
sourced from the open-source version of Tilt Brush. Additionally,
the brush thickness was set to a consistent value across condition.

4.2.5 Results. The statistical significance of the findings was eval-
uated using a Friedman’s test, followed by pairwise comparisons
using Bonferroni Correction.

Error bias was statistically significantly different using different
3 methods, 𝜒2 (2) = 204, 𝑝 =< 0.01. Post-hoc pairwise comparison
showed significant differences. The deviation of WeildingCanvas(
M = 0.56cm, SD = 0.49cm ) is significantly lower than OnlyCanvas
( M = 0.66cm, SD = 0.43cm ), p<0.05, and significantly lower than
TiltBrush ( M = 1.61cm, SD = 1.28cm ), p<0.01. OnlyCanvas is also
significantly lower than TiltBrush , p<0.01.

Friedman’s test showed a statistically significant effect on curve
task (exclude "line" task) on different 3 methods of non-smoothness,
𝜒2 (2) = 276.58, 𝑝 =< 0.01. Post-hoc pairwise comparison showed
significant differences. The WeildingCanvas( M = 0.27, SD = 0.19 )
is significantly smoother than OnlyCanvas ( M = 0.71, SD = 0.10 ),
p<0.01, and significantly smoother than TiltBrush ( M = 0.52, SD =
0.08 ), p<0.01. TiltBrush is significantly smoother than OnlyCanvas
, p<0.01.

Friedman’s test was conducted to determine whether there was
a statistically significant effect of drawing methods on completion
time. completion time was statistically significantly different using
different 3 methods, 𝜒2 (2) = 131.43, 𝑝 =< 0.01. WieldingCanvas
( M =16.93s, SD=12.35s ) took longer than both OnlyCanvas ( M
=9.16s, SD = 5.98s), p<0.01 and TiltBrush ( M =7.73s, SD = 5.44s),
p<0.01. TiltBrush is significantly faster than OnlyCanvas , p<0.01.
The more details of each task can be seen in the Figure 15.

In our analysis of Study 1, we observed that the low levels of
non-smoothness and error indicators strongly support our initial
hypothesis. These results indicate a high degree of control and pre-
cision in the participants’ strokes, which aligns with our predicted
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Figure 15: Objective evaluation index in Study 1.

outcomes. The low non-smoothness scores suggest that the strokes
made by the participants were consistent and high quality, a key
aspect of our hypothesis that posits improved drawing ability with
the use of our tool. Similarly, the minimal error rates further corrob-
orate this, demonstrating a close alignment between the intended
and actual outcomes of the drawing tasks. WieldingCanvas and
OnlyCanvas demonstrate lower error bias compared to TiltBrush,
which is not surprising given that both condition utilize virtual
drawing boards to mitigate the impact of depth. In WieldingCanvas,
strokes are primarily built through the movement of the canvas
itself, allowing the stylus to remain stationary in mid-air. By allow-
ing the stylus to remain static, WieldingCanvas eliminates the need
for users to maintain a precise distance between the stylus and the
virtual canvas, reducing the likelihood of jitteriness and enhancing
the overall smoothness and precision of the drawing.

Interestingly, while OnlyCanvas has a lower error bias compared
to TiltBrush, it falls short in terms of smoothness, as reported by
users. One particular evaluation by a user, identified as P4, noted,
"When I was using OnlyCanvas in an attempt to accurately trace
target strokes, I felt a noticeable jitter." This subjective feedback
aligns with the statistical results. Indeed, while OnlyCanvas has suc-
cessfully mitigated the impact of depth through its virtual drawing
board, the absence of physical support appears to pose a challenge
for users in maintaining consistent distance between the stylus
and the virtual canvas. This lack of physical reference contributes
to subtle jitteriness during the brush moving process, adversely
affecting the smoothness of the strokes.

The extended completion time on WieldingCanvas could be at-
tributed to several factors. For instance, the method WieldingCan-
vas employs, where strokes are constructed through the movement
of the canvas while the stylus remains stationary, might be more
time-consuming, despite its benefits in precision and smoothness.
On the other hand, OnlyCanvas and TiltBrush might allow for
faster interactions, possibly due to methods of drawing. The fact
that OnlyCanvas minimizes depth effects might allow users to draw
more quickly without being overly concerned about precision.

OnlyCanvas occupies a middle-ground position among the three
platforms across the metrics of error bias, and completion time. The
middling error bias and precision levels in OnlyCanvas might be
attributable to its virtual drawing board, which eliminates depth
effects but lacks physical support, causing some imprecision and
jitter. Such a balanced profile might make OnlyCanvas a versatile

option, appealing to users who want a compromise between pre-
cision and speed. While it doesn’t excel in any particular metric
like WieldingCanvas does in precision and smoothness, nor does it
facilitate faster task completion like TiltBrush, it offers a middle-
of-the-road alternative that could suit a wide range of users with
diverse needs and preferences.

4.3 Study 2: Evaluating Sketching Tools
In this study, users had the opportunity to utilize WieldingCanvas
to freely create and stitch together canvases within a virtual space.
The performance was then compared with sketches made using
TiltBrush. The primary focus of this study was to explore the user
experience of constructing three-dimensional objects with Wield-
ingCanvas in VR. Based on the findings from Study 1, we decided
not to include "OnlyCanvas" as an experimental condition in the
current study.

4.3.1 Participants. We recruited paid 16 participants (seven female
and nine males, avg. age = 23.4 years) from a local university, and
one of them is left-handed and the others are right-handed. Among
them, nine participants had no or little VR experience, and two
participants had proficient VR experience.

4.3.2 Tasks. In Study 2, participants were asked to do freehand
sketching of curves of different levels of complexity. Participants
were shown the target pictures and were asked to draw them us-
ing WieldingCanvas and TiltBush, following a methodology akin
to that of Barrera Machuca et al.[25, 27]. This approach is more
beneficial than simply having participants recreate 3D objects, as
it not only allows for observing their capability to independently
use the canvas properties to construct 3D drawings but also pro-
vides insights into their sketching planning process. we chose three
commonly seen drawing examples of different categories of daily
objects with moderate complexity appropriate for the completion
time of the study. The objects consist of combinations of complex
curvatures and lines, representative of many common drawing tar-
gets. Figure 16 shows the target objects, which have a clear and
easily observable structure.

4.3.3 Procedure. Before participating in the study, all individuals
completed a consent form. An initial tutorial acquainted them with
the standard drawing functionalities of both TiltBrush and Wield-
ingCanvas. Participants then went through several practice rounds
prior to embarking on the formal tasks. The experiment required
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Figure 16: Study 2 investigated three different objects. a) Book.
b) Chair. c) Sapling.

that they accomplish all tasks utilizing both WieldingCanvas and
TiltBrush, with the sequence of technology alternated to maintain
balance. There was a five-minute intermission between each tech-
nology, and the entire procedure, including training, averaged about
one hour per participant. In the second part of the study, timing
commenced when participants signaled their readiness by pressing
any key and concluded when they actively pressed the ’submit’ key
down. For left-handed users, we will swap the functions between
the left and right controllers, allowing users to draw with their
dominant hand.

After completing the tasks, the participants were asked to com-
plete both NASATLX and rate the following statements on a 5-point
Likert scale (1: strongly disagree; 5: strongly agree): 1) The method
was intuitive to use; 2) The system helped me express my intended
shapes correctly; 3) The system helped me draw shapes accurately;
4) The drawing functions were easy to use; 5) The drawing functions
were easy to control. The participants were asked to evaluate the
UI design as well. Finally, they were interviewed about their ex-
periences of using WieldingCanvas, and asked to provide further
feedback about their ratings. The interview focused on their usage
patterns and expectations for further improvement.

4.3.4 Results. .
We analyzed the completion time of the tasks using Wielding-

Canvas and TiltBrush (Figure 17). In study 2, WieldingCanvas
(M=3.51min, SD=1.54min) took longer than TiltBrush (M=2.19min,
SD=1.23min). The tests showed a significant effect of WieldingCan-
vas on completion time for study 2 (t=2.673, p<0.05). This outcome
was expected, as WieldingCanvas required participants to perform
additional steps to invoke the canvases before drawing. In contrast,
the TiltBrush option allowed them to sketch directly, thus reducing
the completion time.

Despite the additional cost of time, WieldingCanvas received
positive feedback in general from participants, who appreciated its
additional functionality and flexibility.

User generated sketches. Our study data, as illustrated in
Figure 18, corroborates our hypothesis that WieldingCanvas can
enhance the quality of complex 3D hand-drawn objects. It can be
seen that using WieldingCanvas, the participants were able to draw
more smooth and accurate lines and curves in VR, which were
reflected in the details of the drawings.

Likert-scale ratings. There was no significant improvement
(p>0.05) observed in using canvas samples for the rating of MD
(Mental Demand), FD (Physical Demand), TD (Temporal Demand),

Figure 17: Objective evaluation index in Study 2.

and Ef (Effort) dimensions in the TLX scale. Using WieldingCan-
vas resulted in significant difference for Pe (Performance) (t=2.677,
p=0.012) and Fr (Frustration) (t=-2.197, p=0.036), and The compara-
tive analysis reveals that WieldingCanvas’s average Pe (M=15.88,
SD=3.76) is significantly higher than TiltBrush’s (M=11.69, SD=5.0),
while WieldingCanvas’s Fr (M=3.88, SD=2.80) is significantly lower
than that of TiltBrush (M=6.69, SD=4.29), as shown in Figure 19.

The results indicate that the use of the WieldingCanvas sample
is not significant (p>0.05) for Q1, Q4, and Q5, suggesting that the
sketchpad sample is consistent for these questions and there is no
discernible difference. On the other hand, using the drawing board
for Q2 (t=5.076, p<0.01) and Q3 (t=5.679, p<0.01) yields a significant
difference at the 0.01 level. Specifically, the ratings of Wielding-
Canvas for Q2 (M=4.63, SD=0.62) and Q3 (M=4.38, SD=0.62) are
significantly higher than the ratings for TiltBrush for Q2 (M=2.75,
SD=1.34) and Q3 (M=2.69, SD=1.01).

Qualitative feedback.We collected qualitative feedback through
semi-structured interviews at the end of the study. Integrating ques-
tionnaire feedback and scores, we confirmed the hypothesis that
WieldingCanvas is an effective tool. Interviews show that partic-
ipants generally like the idea of using a virtual canvas to paint
in VR. A sample comment given by a participant: “painting with
the help of a virtual canvas is a great idea and it helps me control
my strokes very well” (P5). Regarding the WieldingCanvas condi-
tion, P6 commented “In actual use, I can better draw the shape I
want with WieldingCanvas”. P1 who is good at oil painting said:"
WieldingCanvas allows me to quickly transfer the experience of
traditional painting to VR painting". However, another participant
expressed that “some of the curves I prefer to paint directly on the
canvas, although the effect is not as good as bending canvas” (P2).
Regarding the TiltBrush condition, the participants agreed that “the
trajectory in the air is difficult to control” (P8, P10, P11).
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Figure 18: Example sketches created in Study 2 using both WieldingCanvas and TiltBrush .

Figure 19: TLX Rating for the overall task.

Through the questionnaire, the participants’ qualitative feedback
was in general positive, with users preferring WieldingCanvas for
its being easy and intuitive to use. The participants answered unan-
imously that they strongly agree that “the WieldingCanvas helped
them draw what they want accurately ” with Q2. The sentiment
was positive-to-neutral for all questions in Q2. P9, who did not have
previous VR experience, commented, “The drawing with Wielding-
Canvas was very interesting.” P12 remarked, “I am satisfied with
the drawing results by using WieldingCanvas.” P7 said, "Although
it helped drawing with WieldingCanvas, it took more time."

Most participants unanimously agree that "it is easy to draw by
WieldingCanvas" (Q5). According to the results of the interview,
participants all prefer to draw by WieldingCanvas. while some
users have expressed a desire for the capability to draw directly
on the canvas. P7 said, "For tasks that don’t demand precise line
drawing, I’d rather draw directly on the canvas than rely on moving
the canvas to create lines. Subsequently, I can also make use of the
canvas transformation features for further editing. This method
saves time throughout my creative process."

Q1 asked “whether the method is intuitive" , and most of the
participants agreed with it, and some participants maintained a

neutral attitude. P9 remarked that "Folding of the drawing canvas is
intuitive and easy to use". P3 believed that "the different canvas can
be used as references so that I can intuitively estimate the spatial
position". While P7 thought that "sometimes the drawing effect
can’t be seen right away, and I need additional operations".

4.4 Sketching Activity: Exploring Freeform
Sketching with WieldingCanvas

In this section, we initiated a specially sketching activity themed
’Exploring Freeform Sketching with WieldingCanvas’. This sketch-
ing activity imposed no restrictions, allowing participants to fully
exercise their creative potential. The purpose of this approach was
to gain a more accurate understanding of how users interact with
the drawing tools and features when given complete autonomy,
thereby providing a more natural and realistic assessment of the
platform’s capabilities.

We recruited 8 paid participants to complete the drawing creation
(four female and three males, avg. age = 24.2 years) , two of whom
have extensive drawing experience. After an hour of training, each
participant was provided with a Meta Quest 2 equipped with the
WeildCanvas app. Over a span of three days, participants had the
flexibility to schedule their own time to fully engage with our
system and were required to record their process while using it.
We collected both the artworks created by the users and videos of
their drawing processes.

As shown in Figure 21, we have selected a few works that are
particularly distinctive. These drawings were done on different
canvases and were stitched together using the canvas management
feature, These works made minimal use of the built-in drawing
methods provided by Tilt Brush.

The Chinese knot shown in Figure 21 (a) was created by P1, a
novice in drawing. The main body and grid part of the Chinese
knot were made using the Line feature, accomplished through the
movement of the canvas and minor adjustments by the artist. P1
commented, "The drawing functions ofWieldingCanvaswere a very
pleasant surprise for me. They helped me create a complete piece of
art". In addition to that, most parts of the Chinese knot were drawn
using WieldingCanvas’s canvas feature. The connecting parts were
created using the symmetry function, and the ribbons were crafted
using arcs combined with transformations. Except for the tassel at



WieldingCanvas: Interactive Sketch Canvases for Freehand Drawing in VR CHI ’24, May 11–16, 2024, Honolulu, HI, USA

Figure 20: The answers to the questionnaire using a 5-point Likert scale. Red shades indicate disagreement, orange is neutral
and green shades represent agreement.

Figure 21: Example drawings created in Sketching Activity.

the bottom and the text portion, which were drawn using multiple
OnlyCanvas and then stitched together. The artworks displayed
in Figure 21 (b-d) were created by participants with prior drawing
experience. The majority of the leaves and flowers shown were
drawn on OnlyCanvas. These elements were then transformed
into three-dimensional curved structures using WieldingCanvas’s
transformation features.

Finally, they were stitched together using the canvas manage-
ment function. All participants unanimously agreed that thismethod
of drawing on a virtual canvas, combined with canvas transforma-
tions or canvas stitching, offers a unique blend of two-dimensional
drawing and three-dimensional interaction. They also concurred

that achieving these kinds of artworks would have been difficult
using previous applications.

5 DISCUSSION
WieldingCanvas was presented with the primary goal of creating
3D drawing lines and curves easily and accurately. We investigated
canvas manipulations to assist the drawing of lines and curves in 3D.
A user study was conducted to evaluate the capability and usability
of WieldingCanvas. Our study indicates that WieldingCanvas has
a significant positive impact on drawing smoothness and reducing
errors. Most participants preferred drawing with WieldingCanvas,
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though it spent more time to complete the drawings compared with
directly sketching in VR.

Compared with TiltBrush, WieldingCanvas resulted in better
smoothness and precision. The virtual plane of WieldingCanvas
provides a useful spatial reference for the user during drawing,
mitigating issues related to depth perception errors to a certain
extent. In comparison to OnlyCanvas, the moving canvas feature of
WieldingCanvas contributed to a noticeable improvement in both
precision and smoothness.

As mentioned, WieldingCanvas may have taken longer to com-
plete tasks because it offered users more control and flexibility,
allowing them to adjust the canvas and draw with more precision.
In contrast, TiltBrush was more simplistic and allowed for more
casual sketching. Therefore, users may have been able to complete
tasks more quickly with TiltBrush because they did not have to
worry about adjusting the canvas or drawing with as much preci-
sion.

This would also ask the novel users to spend more time to learn
the skills. Besides, asking users to draw on the canvas itself adds
a certain restriction that could increase the time. Based on the
performance of the expert users, it can be seen that users can use
WieldingCanvas with higher efficiency after sufficient training. On
the other hand, the taskload ratings based on the participants were
lower than TiltBrush, regardless of the time completion time. We
think it is caused by users’ habit of writing and drawing on the
plane, and such life experiences makes the tasks less stressful. In
the questionnaire, Q2, Q3 were rated higher than TiltBrush but Q1,
Q4, Q5 were rated lower. These also prove the previous results, that
the improved sketching smoothness and precision helped users
better create the drawings.

No participant in our study reported disturbances in their sketch-
ing process when using WieldingCanvas. However, we did observe
that some planning is required in coordinating canvas motion with
drawing actions. This aspect, along with the trial-and-error pro-
cess inherent in mastering any new tool, does introduce a learning
effort. Users might need time to adapt to this integrated approach
of planning and drawing. While this learning phase might initially
impact the fluidity of the creative process, its long-term effect on
creativity and workflow efficiency remains an open question. Fu-
ture studies are needed to explore whether, and to what extent,
this learning curve and planning requirement might interfere with
users’ creative processes over time. The balance between the intu-
itive, familiar aspects of the tool and the new skills it requires is a
crucial area for further investigation.

Our main target in designing WieldingCanvas was to create an
accurate 3D sketch with the help of a virtual canvas that leverages
the actions of both hands. The poor depth perception in VR is one
of the main reasons for the difficulty of accurate sketching. With
WieldingCanvas in VR, the user’s experience with 2D sketching can
be directly migrated to 3D drawing. In the experiments, to compare
with sketching in the air we do not support the ability of automatic
calibration. As a result, most users adapted directly to drawing on
the virtual drawing canvas and created 3D curves that were more
accurate than drawing in the air.

The proposed canvas manipulations can be further expanded, as
we find the current ones are not suitable for all curves. Through ob-
serving users’ creation activities in the study, we found that when

drawing shapes like lines and circles, users tended to use the canvas
function of WieldingCanvas, while for some other curves, such as
irregular arcs, users tended to draw directly on the canvas. In addi-
tion, the perception of using WieldingCanvas is very different from
typical freehand sketching. When users use WieldingCanvas to
create complex shapes, it feels more like splicing multiple clip-arts
together in space, and The Snapping Two Canvases fuction makes
this process more convenient with added spatial constraints. In-
deed, incorporating snapping functions risks a CAD-like experience.
However, to meet certain user needs and enhance usability, their
inclusion was necessary. Users have the option to enable or disable
these functions. We are considering providing an intermediate state
that melds sketch-like and CAD-like features

WieldingCanvas, while having certain limitations, serves more
as a complement to existing sketch tools rather than a replacement.
The effective synergy between WieldingCanvas and TiltBrush, as
demonstrated in our Sketching Activity, supports this viewpoint.
There are exciting opportunities for continuing to improve Wield-
ingCanvas for sketching in 3D. Besides the lines and curves, Wield-
ingCanvas can be used in industrial design processes, and allows
users to create complex 2D graphics on a virtual reference plane
and assemble them spatially.

6 CONCLUSION
The recent advancement of Virtual Reality (VR) technology gives
rise to more opportunities that enable users to create 3D shapes.
3D sketching is an intricate topic with the challenge of the ab-
sence of support and virtual depth control. This paper introduces
WieldingCanvas, an interactive VR sketching canvas that leverages
users’ spatial manipulation of the canvas to assist 3D sketching.
Our work contributes to the VR community with the design and
implementation of a new approach that makes 3D sketching more
accurate and smooth. In compliance with the open-source agree-
ment of Tilt Brush, we plan to make WieldingCanvas available for
app download on the Meta Quest platform in the future.

This paper contributes the design ofWieldingCanvas, interaction
techniques, and empirical data on the precision of drawing as an
extensive exploration of the canvas. WieldingCanvas is shown to be
effective in assisting users for accurate 3D sketching in VR, resulting
in improved drawing precision and smoothness. Even though it
sacrificed some efficiency compared to freehand sketching, the
capabilities and interactions of WieldingCanvas made it preferred
by the participants.
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