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ABSTRACT
Support for story character construction is as essential as characters
are for stories. Building upon past research on early character con-
struction stages, we explore how conversation with chatbot avatars
embodying characters powered by more recent technologies could
support the entire character construction process for creative writ-
ing. Through a user study (N=14) with creative writers, we examine
thinking and usage patterns of CharacterMeet, a prototype system
allowing writers to progressively manifest characters through con-
versation while customizing context, character appearance, voice,
and background image. We discover that CharacterMeet facilitates
iterative character construction. Specifically, participants, including
those with more linear usual approaches, alternated between writ-
ing and personalized exploration through visualization of ideas on
CharacterMeet while visuals and audio enhanced immersion. Our
findings support research on iterative creative processes and the
growing potential of personalizable generative AI creativity sup-
port tools. We present design implications for leveraging chatbot
avatars in the creative writing process.

CCS CONCEPTS
• Human-centered computing → Interactive systems and
tools; Human computer interaction (HCI); • Computing method-
ologies → Discourse, dialogue and pragmatics.
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1 INTRODUCTION
Characters are the souls of various forms of narrative, from tradi-
tional ones (e.g., novels and screenplays) to more modern ones (e.g.,
movies, computer games, and virtual museum tours [104, 117]). Sup-
port for the construction of characters can thus directly contribute
to the success of a story. Prior psychology, philosophy, and litera-
ture research analysis presents character construction as two stages:
conceptualization, where the creator develops understanding and
ideas about their character’s attributes (e.g., physical appearance,
personality traits, social status, etc.), and exposition, where the
creator expresses these attributes through a medium (e.g., through
writing) [131].

One form of character construction support is conversation with
a chatbot embodying the character [5, 116, 127]. Conversing with
a character to develop understanding about them could support
conceptualization and inspire exposition [5, 116]. Such an approach
can be more engaging than both some traditional and more modern
ones (e.g., reading texts [20, 100], filling templates [116], character
information generation through computational methods [22, 126,
128], and information visualization through images and charts [81,
123, 136]). Moreover, a similar chatbot can support different levels of
control over creative processes, from inspiration only to co-writing
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Figure 1: CharacterMeet is a chatbot avatar system aimed at inspiring the entire character construction process (ideating
and writing about a character) by allowing writers to converse with their characters. The figure shows the Conversation View,
which the user opens the software to. The user can converse with their character through voice or text for character and
plot inspiration. Anytime, the user can update the character’s attributes (“ATTRIBUTES” and “BACKSTORY”) for them to be
reflected in the character’s responses. They can also update the conversation “CONTEXT” for the responses to reflect specific
situations and/or to roleplay. The user can visualize their character by customizing the avatar voice or appearance (Avatar View
in Figure 4) and the context by generating the background through textual description and art style options. Figures 5 and 6
show the relationships between the user and main features.

[5, 116], becoming more widely accepted as an artificial intelligence
(AI) tool by respecting writers’ varying senses of ownership [5, 34,
40, 86, 91, 94, 139]. In fact, studies on using large language model
(LLM) creative support systems that allow various approaches for
storytelling have observed creators adopting approaches where
they converse with the systems about their characters or roleplay
with them [99, 120, 139]. We focus on conversation for character
construction for creative writing specifically since it could lead to
deeper insights, which could also augment more general systems.
As definitions vary, we define creative writing as the composition
of original works at least partially through text, which can include
the works in Table 3 [55, 79, 80, 88, 101].

Only one research work [116] has studied an implementation
of a chatbot embodying story characters specifically for character
construction for creative writing. [116]’s chatbot prototype real-
izes their concept of “Progressive Manifestation”, where the writer
gradually turns the chatbot into their character through conver-
sation by iteratively updating character attributes for the chatbot

responses to better reflect their imagined character. Such a chatbot
that supports progressive manifestation can be more intuitive as
it aligns with writers’ own progressive character idea conception
process [131].

We build on [116] with several improvements. Firstly, the char-
acter construction process could be iterative, like other creative
processes [25, 30, 31, 57, 74, 115]. [116]’s experimental design fo-
cuses on ideation (conceptualization) only, which does not cover
usage patterns that might arise from iterations of conceptualization
and exposition. Our experimental design fills this gap by introduc-
ing a writing task (Section 4.3), which makes exposition observable.
Secondly, advances in LLMs could lead to different user experience
findings on character conversation. LLMs are distinguished from
other language models (e.g., that of [116]) by their training data
across various domains [106], which could allow them to imper-
sonate diverse characters. Limited text generation capabilities in
providing “a realistic conversation consistently” could have limited
participants’ envisioned use cases of [116]’s system to an early or
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less developed character conceptualization stage. We build a sys-
tem powered by a 2023 LLM: Generative Pre-trained Transformer
4 (GPT-4) [95], whose selection is explained in Section 3.4. Thirdly,
conversation context, which could not be specified [116], could
also improve realism (as defined in Section 2.2) [5, 116]. We add
such a feature. Fourthly, sources of inspiration for character con-
struction are not limited to text. Audio, visuals, and advances in
text-to-image generative AI (e.g., Stable Diffusion [112]) could sup-
port personalized visualization of the character and conversation
context (Sections 2 and 3.2). While characters can take various
forms (e.g., animals), for this first study, we balance technical prac-
ticality and user freedom of choice by using only human-looking
avatars (for better comparability with [116]’s created characters)
that are 3D instead of 2D (for possible greater immersion [62, 67]).

Thus, we investigate: how might conversation with an LLM-
powered 3D chatbot avatar in an AI-generated environment inspire
the entire character construction process for creative writing? To an-
swer this, we designed, implemented, and evaluated CharacterMeet,
a chatbot allowing writers to progressively manifest characters
through conversation while customizing context, character appear-
ance, voice, and background image. Through an online survey, we
first informed our design, discovering a need for personalization.
We then conducted a user studywith 14 creativewriters to examine
thinking and usage patterns of CharacterMeet through obser-
vations and participants’ quantitative (assessment questionnaire)
and qualitative (semi-structured interview) feedback. Because our
design is focused on supporting writers with individualized needs,
subjective user feedback is our main evaluation criterion. Though
we also suggest potential more objective measures (Section 3.4 and
6.3).

Our findings reveal that, firstly, CharacterMeet can support par-
ticipants by facilitating iterative character construction pro-
cesses that even those with more linear usual approaches
adopted. Specifically, participants alternated between writing and
idea exploration through visualization on CharacterMeet. Secondly,
character exploration through conversation on CharacterMeet,
powered by the latest technologies, supported entire character
construction processes instead of only early stages. Thirdly,
CharacterMeet complemented the thinking patterns of writers who
had different exploration needs, visualization preferences, and atti-
tudes toward ownership, demonstrating the need of AI creative
writing support tools to personalize to writers’ varying ap-
proaches.

Thus, our key contributions are: (1) the first user study on con-
versation with chatbot avatars embodying story characters for
supporting the entire character construction process in creative
writing along with a writing task created specifically for user stud-
ies focused on entire character construction processes, (2) the in-
troduction of CharacterMeet, a chatbot avatar that can support
writers’ entire character construction processes by personalizing
to their varying thinking and usage patterns, and (3) qualitative
and quantitative feedback from creative writers with diverse cul-
tural backgrounds, writing experiences (Section 4.1 for both), and
creative processes (Section 5.1) that contributes to both personal-
ized AI creativity support tool design and iterative creative process
research.

2 RELATEDWORK
2.1 Theoretical Background on Character

Construction
To create a tool that supports character construction, we need to un-
derstand what is considered ‘good’ character construction. Starting
with conceptualization, a captivating character is commonly consid-
ered to be amultidimensional set of attributes, which are mainly
related to physiological/physical (e.g., age and eye color), psycho-
logical (e.g., personality traits and ambitions), social (e.g., profession
and social status), and story (i.e., both the character’s backstory
[108, 116, 119, 131] and their role in the current story [35, 85, 119])
dimensions [11, 16, 27–29, 33, 50, 92, 108, 116, 119, 131]. A feature
that participants from [116] found helpful was a recommendation
system that suggests one of a limited number of attributes. Tak-
ing advantage of LLMs’ broader capabilities, we provide prompt
suggestions without restricting the attributes to respect varying
definitions (Figure 2).

As rich as a character’s attributes might be, the evaluation of
a story would depend on how these are conveyed (exposition or
“characterization” [38, 48, 131]) in different scenes throughout
the story [17, 65, 66, 103, 118, 131]. To address the varying defini-
tions of a ‘good’ story, works have attempted to find standards of
measures, some related to characterization [14, 90, 110, 130, 140].
They commonly highlight the importance of indirect expression
of the character’s attributes through a number of “expositors” [131]
that can be summarized as “physical appearance, action, thought,
dialogue, setting, and symbol” [130] for specific scenes and realistic
character development, character changes throughout the story.
Moreover, character construction is closely tied to the character’s
relationships with other characters [10, 48, 125, 131]. While the
users, acting as themselves, could directly inquire about character
development and relationships from the chatbot [116], conversa-
tion with the character during a specific story scene and roleplay
as another character by defining a conversation context could
provide additional insights for both conceptualization (e.g., greater
freedom of character exploration [115]) and exposition (e.g., dia-
logue under different contexts/scenes [131]). For a specific context,
the mentioned expositors also suggest that sources of inspiration
for characterization could be other than text (e.g., character visual
for the description of physical appearance, location visual for set-
ting, and voice for the description of timbre and pitch during a
dialogue). We explore their applications in Section 2.3.

2.2 Character Exploration Through Chatbots
While studies on LLM-powered systems for storytelling in general
have observed writers obtaining inspiration for characters through
conversation [99, 120, 139], none has focused on the visualization
of characters through sources of inspiration other than text nor
on progressively manifesting the characters through conversation
by updating their attributes. Several research works have focused
on user conversation with chatbots to specifically develop under-
standing of both fictional [20, 76, 116, 127] and non-fictional [100]
characters for writers [116], other creators [127], and the audience
[20, 76, 100]. [5] has obtained writers’ feedback on the concept of
a “conversation-driven approach”, where the writer can talk with
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Figure 2: An example prompt and response (generated by OpenAI GPT-4 [96]) that we showed participants. Here, we let them
know that they can request specific formats and information when asking for attribute suggestions. “BACKSTORY” and
“ATTRIBUTES” refer to Character Description fields (Figure 1).

their characters through roleplay to understand them, but did not
evaluate any implementation, which can lead to different feedback.

Generally, conversation can support more flexible, personalized,
and engaging exploration, essential for creative processes [115].
Conversation with a character as oneself or through roleplay can
lead to greater immersion or place illusion (Section 2.3), with other
non-textual content (e.g., audio and visuals) enhancing this. The
main challenges to user experience are limited freedom of explo-
ration and the realism of the characters - how closely the conver-
sation and potential non-textual sources of inspiration reflect both
the character’s attributes (e.g., personality) and the context (e.g.,
factual information [20, 100] and situation-specific responses [116])
that writers have in mind. As both are dependent on the technical,
the latest technologies could provide greater freedom of input and
produce more realistic output. Our user interface, specifically the
layout and input field choices, is inspired by both the mentioned
research works and existing industry tools that could be used for
character construction through conversation [1, 12, 53, 54, 70, 95].

2.3 Storytelling Inspiration Beyond Text
While no prior research work has focused on non-textual sources
of inspiration for character construction for creative writing specif-
ically, works have focused on a variety of potential sources that
could inspire storytelling, such as visuals [2, 44, 45, 81, 137, 141],
audio [4, 42, 44, 63, 114], smell [42, 43], and eating [133]. [116]’s pre-
liminary survey with 30 creative writers indicates that creative writ-
ers draw inspiration for character construction from music, other
stories, real life, and online research. In addition, [20]’s findings
suggest that character voice could facilitate character exploration.
The existence of several potential sources of inspiration aligns with
observations that storytellers’ inspiration comes from real-life ex-
perience, an amalgam of multi-sensory stimuli [25, 31, 74, 131].
Perhaps closest to real-life experience is the feeling of “being there”,
place illusion, which works have managed to create [20, 44]. In
particular, [44] found that “mild” place illusion (created through
location-related visuals on a computer monitor) could inspire cre-
ative writing.

Considering technical limitations our potential users might have,
we focus on visuals and audio. The chatbot-related works (Section
2.2) that use these to represent their characters do not study their
effects on inspiring character construction and provide no option
to customize them to the image of one’s own character through
the systems’ interfaces. For visuals, we focus on the visualization
of physical appearance (Section 2.1) through an animated full-
body 3D avatar (Section 3.3.4). We chose animated avatars over
photorealistic ones as more photorealismmight not necessarily lead
to more comfortable user experience [77, 87, 113]. As the setting
also contributes to character construction (Section 2.1), our sys-
tem supports the generation of location-related background images
(Section 3.3.3). While [81]’s system includes both types of visuals
we include, it does not focus on their effects on character construc-
tion and is not a conversation-based system. For audio, we focus on
character voice as it is directly reflective of the character (Section
2.1) and animated oral communication with a virtual human might
be a more plausible interaction method, which could provide addi-
tional inspiration through illusion [44, 78, 135]. As an equivalent
to [116]’s recommendation system, we provide visualization of the
various customization options for the avatar (Figure 4) and include
an automatic generation feature for the background image (Section
3.3.3).

3 SYSTEM DESIGN
With better theoretical understanding (Section 2), we designed
a survey (Section 3.2) to inform our design choices (Section 3.3)
through empirical evidence. To do so, we first defined our target
user/participant group (Section 3.1).

3.1 Target User Group
Due to differing views on whether the character is an essential ele-
ment of creative writing, we specify that our target users are those
who write passages with characterization from work types in Table
3 or that the user considers relevant. As academic and professional
experience might not necessarily reflect creative writing ability and
there seems to be no other agreed standard of measure, we do not
categorize our participants as ‘amateur’ or ‘expert’ [40].
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3.2 Empirical Background from User Research
We present each section of our online survey (implemented on
Qualtrics [105]) along with the results then discuss our findings.

3.2.1 Demographics. We recruited 30 creative writers (15 female,
14 male, and 1 non-binary; 28 aged between 22-35 with average
age difference of 3.9; 2 aged between 46-60) through popular social
media platforms in different countries. We asked about factors that
could affect creative writing habits: cultural background (“Which
countries’ cultures have you spent the longest living, working, and/or
studying with?”) [56, 89], creative writing education/experience, and
written work type(s). The participants were from different cultural
backgrounds (21 chose China, 6 Canada, 4 United Kingdom of Great
Britain and Northern Ireland, 3 United States, 1 Philippines, 1 Bul-
garia, 1 France, 1 Germany, 1 Kenya, and 1 Russian Federation). For
creative writing education, 8 choseAt least a bachelor-level degree
in literature, creative writing, fiction, or related fields, 13 Some classes
(but no degree), 1 Some workshops, and 8 Informal (e.g., consulting
writing guides by yourself). For creative writing experience, 10
reported full-time professional experience and 15 part-time. For
work type(s), 25 participants chose T1, 9 T2, 9 T3, and 8 T4 (Table
3).

3.2.2 Sources of Inspiration. We ask a question (“Fromwhere do you
usually draw inspiration to design and write about your characters?” )
where the participant can choose multiple options we designed
based on Section 2. We gave a specifiable “Other” option. All chosen
options are shown in Figure 3. In addition, among the option(s)
they have chosen, each participant has chosen an option that
is not “written/textual characterization in another narrative”.

3.2.3 Ownership. We also investigated different writers’ attitudes
toward ownership of their work when using a generative AI cre-
ativity support tool (“Assuming generative AI can produce satisfying
results for any use case, how much would you let it contribute to your
creative writing work for you to still feel like you are the author (as-
suming that you do not have to worry about copyright or plagiarism
issues)?” ). The participant completes the sentence “I am fine with
generative AI generating:” with one of the choice options we pro-
vide. 3 participants chose the entire work based on little information
I provide it (e.g. a title and a brief summary), 5 the entire work based
on a detailed outline I provide it, 4 large portions of the work but
not the entire work, 7 only small parts of the work I have difficulty
writing, 4 corrections and improvements for a work I need reviewing,
5 content that I use as inspiration only, and 2 nothing. I do not want
such a technology to contribute to my work.

3.2.4 Discussion. Participants were from diverse backgrounds (Sec-
tion 3.2.1). For sources of inspiration, all are inspired by at least
one of: conversations, character visuals, location, or voices. This
suggests that related system features (Section 2) might serve as
inspiration to some writers. In line with past research [40, 86, 139],
participants have different attitudes toward ownership and indi-
vidualized needs, highlighting the need for a design that provides
flexible support [122].

3.3 User Interface and Features Design
Based on prior research and our survey, we derived one major goal
for the design of a chatbot system aimed at supporting the entire
character construction process through conversation: personalizing
to writers’ varying character construction approaches in terms
of (1) sources of inspiration, (2) writing processes (e.g., order of
stages and attitudes toward ownership), and (3) written content
(e.g., genres, work types, character attributes and exposition styles,
etc.). To facilitate personalization, we designed the main features of
CharacterMeet to provide as much freedom of input as possible (i.e.,
freeform text input for generative AI features and various options
for other customization features) while minimizing our influence on
the usage of different features (e.g., by not enforcing any particular
order of use and providing prompt suggestions touching various
use cases to facilitate discovery while not enforcing any specific
format or content restriction).

3.3.1 Interface Overview. CharacterMeet has 2 views: the Conver-
sation View (Figure 1), which the user opens the software to, and
the Avatar View (Figure 4), which displays the avatar customization
feature for visualization of the physical appearance of the character.
Relationships between the user and main features are shown in
Figures 5 and 6.

3.3.2 Progressive Manifestation Through Conversation. The Char-
acter Description window supports the progressive manifestation
of the character through conversation with the following freeform
input fields: (1) ATTRIBUTES (any attributes of the character, ex-
cept for backstory, with examples in Table 1), (2) BACKSTORY
(significant events in the character’s past life), separated from other
attributes for visibility as this could be relatively longer, and (3)
CONTEXT (context of the conversation, including the setting and
the user’s role, as oneself or another character). For ease of update,
CharacterMeet has save/clear buttons as shown in Figure 1.

3.3.3 Background Generation. CharacterMeet uses text-to-image
generative AI for personalized visualization of the setting (back-
ground image). CharacterMeet supports background generation in
two ways with various art style options to enhance place illusion:
(1) self-defined generation, for which the user describes where they
envision their character to be, and (2) automatic generation. Cre-
ated based on the notion that ‘good’ setting exposes the character’s
attributes (Section 2.1), this latter feature automatically generates
the background based on ATTRIBUTES, BACKSTORY, and CON-
TEXT. We intend for this to inspire the user by revealing details
about the character and through place illusion [44, 135].

3.3.4 Avatar View. As we found no existing suitable text-to-3D
generative AI for the avatar and developing one would not be worth
the efforts for our research aim, we integrated a manual animated
3D avatar customization platform (introduced in Section 3.5). The
Avatar View (Figure 4) combines the layout of the customization
platform with our own to provide a preview of the avatar with our
background.

3.3.5 Voice Input/Output. We include voice options both to directly
inspire conceptualization/exposition and create place/plausibility
illusion (Section 2.3).
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Figure 3: All options selected for the sources of inspiration question (“From where do you usually draw inspiration to design
and write about your characters?” ) in Section 3.2 in descending order of participant counts (option labels in same order).

3.3.6 Other Commands. CharacterMeet’s text generation capabil-
ities can provide support beyond conversation. Inspired by prior
studies on writers’ experience with language models [71, 99, 116,
139], we designed and showed command prompts for writing sup-
port (e.g., attribute and context suggestions) to participants (Section
4.2.1).

3.4 Model Selection
Focused on personalized support, our LLM-powered system mainly
has to generate responses impersonating diverse characters while
providing miscellaneous creative writing support. Given writers’ in-
dividualized (possibly contradictory [122]) support quality criteria,
we choose GPT-4 based on its greater potential in satisfying var-
ied needs by analyzing a breadth of capabilities related to domain
knowledge (for diverse character backgrounds), impersonation, and
language performance assessed through different methods. Specif-
ically, GPT-4 performs better than or similarly to other LLMs for
benchmarks on language, reasoning, and domain expertise (e.g.,
multilingual Massive Multitask Language Understanding on 57 aca-
demic/professional subjects, HellaSwag, and WinoGrande, both on
commonsense reasoning [96]; dialogue generation benchmark [73];
manual analysis of responses covering reasoning, factual knowl-
edge accuracy, and writing tasks [7]), and for evaluation on creative
writing and impersonation (e.g., plot logic, originality, character ex-
position, and structural elements, such as grammar and formatting
[41]; response consistency with human expectations of personas

[52, 58, 134]). GPT-4 also performs similarly to humans in language,
domain knowledge, and creative tasks (e.g., SAT and AP tests [96];
Torrance Tests of Creative Thinking [46]; creative writing, assessed
through mimicking famous authors’ styles [9, 37] or through com-
parison with works written by humans [41]), suggesting potential
in providing support on par with humans.

To be more confident in GPT-4’s capabilities, we also invited 5
creative writers (one without LLM usage experience) to remotely
experience, improve, and discuss our prompting setup (Figure 6),
designed by one of our authors who has creative writing, psychol-
ogy, and LLM use experience. Writers filled the attribute input fields
based on characters they might write about then conversed with
and adjusted attributes until generated responses “feel like” what
their characters would say without and with a context. Although
they could give up, all writers (the one without LLM experience
with prompting advice from us) ended with character responses
that are satisfactory - that reportedly could be integrated into
their stories with minor coherence modifications (not accounting
for ownership, copyright, or factual accuracy concerns). Charac-
ters created belonged to different genres, namely modern realistic
fiction, fantasy, historical fiction, and science fiction. This suggests
that our prompting setup powered by GPT-4 could reasonably sat-
isfy individualized needs.

As finding a commonly agreed upon output quality measure for
a support tool that personalizes to individualized creative needs
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can be challenging [122], the writers and our aforementioned au-
thor with creative writing experience discussed possible measures,
agreeing that the number of attribute adjustments (sessions
between conversations) before a writer obtains satisfactory
responses (3-6 for us) could be an objective measure of efficiency
and output quality, whose minimization reflects greater user satis-
faction. As we found no comparable creative support tool research,
our data could serve as reference for future works.

Our discussion also revealed major possible breakdowns: (1)
character world knowledge inaccuracy (real or fictional) and
(2) content filtering. For (1), LLMs could hallucinate inaccurate
information [51, 95] (e.g., invent a plausible but false historical
event for a historical character). While fine-tuning could mitigate
these issues, for a first study, we favor technical practicality. For (2),
LLMs might refuse to generate responses that could be considered
sensitive [7] (e.g. for a character expected to talk offensively). To
respect usage policies [98] and our researchers, we took no addi-
tional measure. We also noticed increasing response time (from 3-4
to 9-10 seconds on average) but imposed no additional token limit
(default: 8k) to accommodate varying conversation lengths, which
writers found more important. We cover future design implications
in Section 6.2.

3.5 Implementation Details
We developed CharacterMeet as a desktop software in the Unity
game engine. For the conversation, we used OpenAI GPT-4 API
[96] (Figure 6). For the background generation, we used Blockade
Labs’ Skybox AI API [69], which provides access to a skybox gener-
ator. The generator is powered by Stable Diffusion, which has been
shown to surpass other image generation models in terms of image
generation accuracy and resolution [112]. We chose [69]’s platform
mainly due to its diversity of art styles, which could be suitable
for different story moods and genres. For the auto-generation fea-
ture, we send a prompt to GPT-4 for a response prompt suitable
for the skybox API’s input field. For the avatar customization, we
integrated Ready Player Me’s Avatar Creator interface into our soft-
ware through a provided Unity SDK [82]. We chose Ready Player
Me due to its available avatar animations and its variety of cloth-
ing, face, and body appearance options, which could support the
visualization of characters from various cultures, eras, and story
genres. For the voice input and output, for potential participant
cultural diversity and character diversity, we chose a private speech
synthesis service with several languages and several voices for each
language. The service API converts GPT-4’s text output into voice
output and transcribes the user’s voice input into text input for
GPT-4.

4 USER STUDY
We conducted a user study with 14 creative writers to discover
thinking and usage patterns through quantitative and qualitative
feedback on our system. We first pilot-tested our study design with
3 creative writers, who were unaware of the research and had
varying degrees of generative AI experience (including none).

4.1 Participants and Apparatus
We recruited 14 participants (anonymized as P1, P2, P3, etc.) through
online advertisements on popular social media platforms, univer-
sity communities, and word-of-mouth in various countries (China
and Western countries). In addition to general demographics in-
formation - gender (8 female and 6 male), age (23 to 35 years old
with an average difference of 2.7 years), and level of education
(6 with “University bachelor’s degree” and 8 with “Graduate or
professional degree”) - we collected other information that could
affect user feedback. Firstly, participants reported their cultural
backgrounds (same question as Section 3.2) since character
construction is tied to one’s exposure to cultures [49, 125, 131, 138],
participants’ assessment of character realism could be influenced
by cultural biases generative AI might have [18, 93], and cultural ex-
perience could affect usage patterns of technologies [72]. Secondly,
participants reported their creative writing education and ex-
perience (same as Section 3.2) since familiarity with the writing
process might affect the support type sought from CharacterMeet.
Thirdly, participants reported their usual written work type(s)
(same as Section 3.2). While the writing task is purely text-based
fiction, a participant’s past focus might lead to different usage pat-
terns. For instance, those who focus on nonfiction might require
greater factual accuracy, on multimedia works, more variety for
visuals and audio since their works might include these, and on
interactive works (commonly characterized by choices leading to
different story branches [6, 13]), more time to explore alternate
scenes. Fourthly, participants reported their technological pro-
ficiency (text-based and image-based generative AI experience),
which could affect expectations, especially since prompting for a
generative AI is a trial-and-error process [132].

For the cultural background, 12 participants chose China, 2
Canada, 1 United States, 1 Philippines, and 1 United Kingdom of
Great Britain and Northern Ireland. Like for Section 3.2, partici-
pants are from diverse cultural backgrounds with many having
experience with non-Western cultures. This could be especially
interesting given the potential biases generative AI might have to-
ward groups considered to be minorities in Western societies [93].
For creative writing education, 5 participants chose At least a
bachelor-level degree in literature, creative writing, fiction, or related
fields, 6 Some classes (but no degree), and 3 Informal (e.g., consulting
writing guides by yourself). For creative writing experience, 5
participants have more than 3 years of full-time professional cre-
ative writing experience, 4 had part-time experience, and the rest
have only written as a hobby. For the writing of story passages
with characterization specifically (see Section 3.1 for the definition
of our target users/participants), 2 participants had less than 1 year
of experience, 3 1-3 years, 7 3-6 years, and 2 over 10 years.

All participants are fluent in English but have different preferred
languages for creative writing. While our aim might be irrelevant
to the language used, the English performance of GPT-4 and of
our image generator used might outperform the performance of
other languages ([95] for GPT-4 and manual tests for the image
generator). We balanced possible language barrier biases and the
technical biases of generative AI by letting participants use their
preferred language and switch to English for CharacterMeet if they
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Figure 4: Avatar View of CharacterMeet that integrates a third party platform (Section 3.5). The user can manually customize
the avatar’s face, body, and clothing appearance while visualizing all the customization options (as seen on the right).

Figure 5: Illustration of relationships between the user and main features of CharacterMeet. The user can visualize character
appearance, other attributes, and conversation context through customization of an avatar, a generative AI background, and
voice output options.

experienced inaccuracies. Participants who did not initially use
English only changed the language for the image generator.

Table 2 shows each participant’s language(s) used (“Language(s)”),
the types of works they most often write (“Type(s)”), and the type
of generative AI they have used for creative writing if applicable
(“Generative AI”).

4.2 Procedure
We intended for each participant to participate in a single experi-
ment session as follows.

4.2.1 Introduction. One researcher conducted all sessions in-person
or remotely through video calls depending on the participants’ sit-
uations. Upon the participant’s signing of the consent form, the
researcher introduced our research goals and the different features
of CharacterMeet. The researcher also introduced prompting tech-
niques and sample prompts (example in Figure 2) to the participant
to diminish learning costs based on needs we identified during the
pilot study. The participant could follow along with the system. For
in-person sessions, the participants used software already installed
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Format Example
full sentences only CHARACTER’s name is Aria. She is 22. She is a college student who is cold and

distant. She does not have many friends. She is very loyal to her friends.
keywords only name: Aria; age: 22; college student; cold and distant; does not have many

friends; loyal to friends
mixture name: Aria; age: 22; college student; She is cold and distant, but she is very

loyal to her friends.; doesn’t have many friends
Table 1: Examples for different possible formats of the ATTRIBUTES field input (“e.g., name, physical/physiological, psycholog-
ical, social, etc.”). “CHARACTER” refers to the defined character.

Figure 6: Illustration of the prompting setup for CharacterMeet with tags corresponding to input fields in Character Description
and example input content from Figure 1. The language model’s API request body [97] supports defining the system (concate-
nation of prefix, tags, and input content) separately from the conversation body. Whenever the user sends their conversation
input, it is sent to the language model along with the saved changes of the system definition. The model then generates a
response based on all this.

on our computer. For remote sessions, we sent CharacterMeet to
the participants.

4.2.2 Warm-Up. The participant explored different features for
character building through CharacterMeet and asked questions if
needed.

4.2.3 Writing Task. Once the participant explored CharacterMeet
to their satisfaction, the researcher introduced the writing task (Sec-
tion 4.3), which the participant was encouraged to complete with
the support of CharacterMeet. The researcher suggested that the
participant can think aloud but minimized interruptions during the
task. The participant could request assistance from the researcher
at any time. Since participants might have different writing habits
and needs, we imposed no time or word limit to observe a writing
process that is as reflective as possible of the participant’s usual
writing process. Participants all wrote in Microsoft Word, which
was a word processor they were all familiar with.

4.2.4 Post-Task. The participant evaluated CharacterMeet through
an online questionnaire and a semi-structured interview. The in-
terview focused on their usage patterns (“Did your interaction with
CharacterMeet inspire any part of your writing? How?”), possible
differences compared to their usual writing processes (“How similar
is writing with the support of CharacterMeet compared to your usual
writing process?”), character realism (“Did interaction with your char-
acter feel close to what you imagined your character to be like? How
did this affect your writing process?”), further use (“Would you include
CharacterMeet in your writing process? How?” and “Is there any fea-
ture you would like CharacterMeet to have?”), and ownership (“How
do you feel about your ownership over what you have created today?”).

We conducted all sessions within a week in August 2023. Be-
cause we imposed no time limit, the study is of varying lengths
for different participants. All but 2 (P1 and P9) completed it in a
single session of about 1 hour and a half to 4 hours. P1 completed
the study in two sessions, one of about 2 hours (until the end of the
writing task) and another of about 1 hour. P9 completed the study
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ID Language(s) Type(s) Generative AI
P1 CN T1, T4 text, image
P2 CN T1, T4 text, image
P3 CN T1, T2 text
P4 EN T1 none
P5 EN T1 text
P6 EN (image)/CN T1, T3 image
P7 EN T1, T3 text, image
P8 EN (image)/CN T1, T4 none
P9 EN T1 none
P10 EN (image)/CN T1, T2 text, image
P11 EN T1, T2 text, image
P12 EN (image)/CN T1, T3 none
P13 EN (image)/CN T1, T2, T3 text, image
P14 EN T1, T2 none

Table 2: Participant information. “CN”means “Chinese”. “EN”
means “English”. “(image)” indicates the final language the
participant used for image generation. Table 3 shows the
corresponding choice options for the abbreviations used for
“Type(s)”.

in a session of about 3 hours (until the end of the writing task)
and another of about 1 hour. Participants spent from about 30 min-
utes to 2 hours on the writing task. Our study has received ethical
clearance from our institution. We also provided a compensation
of about 27 USD to each participant upon completion.

4.3 Writing Task Choice
To observe the potential of different system features, we aim for
the participant to experience expositors as comprehensively as
possible (Section 2.1) through the writing task. As we found no
suitable research writing task for our intended study time length
(one session), we designed our own task by balancing task complex-
ity, task relevance to the writer’s usual writing, and possible biases
due to the writers’ differing backgrounds. For task complexity, we
had to choose a task that was short enough for one session but fo-
cused enough for the participant to experience the entire character
construction process and touch different expositors [140]. For the
former, we asked the participant to write about a character they
had never seen before or written about. For the latter, based on
character writing exercises and advice [11, 47, 61, 68, 84, 92, 131], we
designed our task as follows: the participant had to write a story
scene focused on the depiction of one main character who
learns about bad news. Writing about a character’s reaction to bad
news has often been used as an exercise to practice psychological
depiction. Because conflict involving the main character (e.g., bad
news) is an essential part of a narrative [109], the task is relevant
to our participants’ usual writing processes, potentially leading to
insights on how they would integrate CharacterMeet outside of
the experimental setting. To reduce biases due to unfamiliarity, we
imposed no additional story setting requirement.

4.4 Measures
We obtained our data mainly from assessment questionnaires, tran-
scriptions of the semi-structured interviews, and observations with

think-aloud user feedback. For assessment questionnaires, for com-
parability with [116], we let the participants fill out Creativity Sup-
port Index (CSI) questionnaires. For transcriptions, we transcribed
all user feedback. Video recordings of the sessions were reviewed
for possible observations that were not included. Post-interview
follow-up questions were asked when needed. For the interviews
and additional content, 11 participants communicated in Chinese
(Mandarin) while 3, in English. We manually translated the Chi-
nese content into English. Two researchers then coded the data
separately to extract themes [23] and met to achieve consensus.

5 FINDINGS
Using thematic analysis, an approach for identifying, analyzing,
and reporting patterns within qualitative data [23], we analyzed
all transcripts and identified four key themes. We present them
(Sections 5.1, 5.2, 5.3, and 5.4) then the CSI results (Section 5.5)
along with representative participant quotes (Participant ID in
brackets) and relevant observations.

5.1 Iterative Character Construction Processes
We found that CharacterMeet’s features facilitated both iterative
usage patterns between writing and using an AI and iterative char-
acter construction processes - iterations between writing (exposi-
tion) and exploring ideas through visualization on CharacterMeet
(conceptualization) - for all participants, including those who re-
ported having more linear usual processes (P6, P7, P8, P10, P13, P14).
Specifically, we identify two features reported by most to facilitate
iterative character construction processes: the Character Description
view, which allowed easier character attribute and context (both
description and visual) updating, and the definable conversation
context, which motivated participants with more linear usual ap-
proaches to adopt more iterative ones. For instance, P8, who usually
wrote only after planning their entire plot, found using an iterative
process with CharacterMeet to be “more productive”, because they
can explore possibilities at different points of their story.

5.2 Exploration Across Entire Character
Construction Processes

CharacterMeet supported personalized use cases for idea explo-
ration across both less and more developed character construction
stages, contributing even to exposition. By exploring their charac-
ters’ reactions through visualization of various conversation sit-
uations, participants mentioned obtaining inspiration (1) for new
attributes (e.g., details of the backstory, name, personality traits,
cultural background, etc.) during both initial brainstorming and
writing, (2) for dialogue, character description, and relationships
during writing, and (3) for the plot.

For instance, P6 (Figure 1) obtained inspiration for their charac-
ter’s backstory (the magic society). P12 (Figure 7d) obtained inspi-
ration for both the character’s nickname (conceptualization) and
their description based on their nickname (exposition). In Figures
7b and 7c, participants explored the reactions of characters through
conversation, which directly contributed to their dialogue writ-
ing (exposition). For relationships (mainly conceptualization), P4
explored their character’s relationship with their mother by com-
paring character responses when P4 acted as an author versus when
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Abbreviation Corresponding Choice Option
T1 short stories, novels, and other forms of fictional non-interactive, mainly text-based works
T2 mainly text-based narrative nonfiction (e.g., memoirs and biographies)
T3 interactive fiction, visual novels, game scripts, and other forms of texts for usually interactive works
T4 scripts and texts for non-interactive multimedia works (e.g., movies, animation, and TV series)

Table 3: Abbreviations used for “Type(s)” in Table 2. The choice options are for the question “What types of works do you most often
write passages with characterization for?”. In addition, we included an “other” option that participants can specify.

(a) Example taken from the recorded writing task of a participant and showing CharacterMeet’s interface. The participant mentioned that
“what really helped [them] to have an immersive experience is actually the background”. Because it has “the same vibe” as the “coffee shop” the
participant imagined, “especially when the avatar is speaking to [them]”, they feel “as if [they’re] actually there”. While they’re “not drawing
anything specifically from the background”, they feel “more inspired”.

Figure 7: Examples taken from our recorded experiment sessions.

they acted as the mother. P3 and P6 learned about their characters’
attitudes toward other characters through roleplay while P9 and
P12, by conversing as themselves. Participants have also reported
obtaining inspiration for the plot by conversing with their char-
acters. For instance, P9 asked their character “what the bad news
was”.

5.3 Varying Visualization Needs for Visuals and
Voice

Visuals and voice mainly inspired through immersion or a sense of
‘being there’ (13 participants, not including P7; example in Figure
7a) instead of being directly used for character description (P5, P7).
Participants expressed expectations for CharacterMeet to provide
visualization at degrees of vividness that can complement their
idea conception without limiting them. Such degrees varied among
participants for different features, reflecting diverse customization
needs shaped by diverse writing experiences and cultural back-
grounds (Section 4.1).

5.3.1 Art Style. Preferences for the avatar and the background
styles varied in terms of photorealism, with most preferring a more
“cartoonish” style because a more photorealistic style could limit
their imagination (Figure 7f). The rest preferred a more photorealis-
tic style, which is more reflective of the character appearance they
envision for their usual work types (Figure 7e). Most participants

preferred coherence between the character and background styles
(Figure 7e) while others did not mind or preferred otherwise. P9,
in particular, preferred “a cartoonish avatar and a photorealistic
background”. They explained, “The background being more pho-
torealistic is important for you to immerse yourself into the story
environment. On the other hand, how photorealistic, how detailed,
the character looks is not that important. The character is more
abstract.” Most participants mentioned that art style choices depend
on genres and/or work types.

5.3.2 Voice. Most participants wanted the voice to sound “less
AI” as it can be “distracting” (P9) while the rest found voices that
represent their characters enough to enhance immersion. Some
participants (P2, P4, P6, P11) also mentioned specific requirements
for accents, timbre, and pitch diversity to help visualize characters
from diverse backgrounds.

5.3.3 Vagueness of Visuals. Participants mentioned different pref-
erences for the vagueness of the avatar’s form and the visibility
of the background. For the avatar, while some wanted more cus-
tomizable features for a more detailed depiction of their charac-
ter, others preferred vaguer representations than our current one.
Some explained that their preferences were related to their usual
works. For instance, P12, a romance novelist, mentioned that they
usually intend for their audience to focus on “the feel” of their
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After working out a whole day in the gym, he finally decided that he would be the one who spoke out and be
responsible for all the consequences, if necessary.
“You know what? Just ’cause these wet blankets I call roommates don’t want to grow a spine, doesn’t mean
I’ll stay quiet. I’m sick of beating around the bush. If these fools at the top think they can suppress our basic
rights, they’ve got another thing coming. Apparently the only language they understand is ’disruption’, well,
then I’m gonna be their professor. This PhD student is about to give them a primer on student rights. Fuelled
by pure resentment and a gallon of protein shakes. Brace yourselves!”
It’s rather a difficult choice because of the state’s law of obedience. It was issued at the dawn of the AI era.
At first, the school just prohibited student’s daily access to ChatGPT. But soon, an embodied AI machine
was invented and plugged into every student’s personal laptop. It was not long before such a device became
somewhat an all-day surveillance: some cases are reported that students who look up irrelevant contents to
their research during work hours are under arrest and disappear forever.
“See, this is the sort of Orwellian nightmare I am talking about. It’s terrifying enough to have AI systems
in our devices, but now they’re even turning into our bloody wardens. Watching us, scanning our every
action, ready to throw us into the pits if we dare to deviate. All enforced under the guise of state’s law of
obedience, the technological equivalent of a damn dictator. You know something’s messed up when the tools
for empowerment become the chains of subjugation. Makes you wonder what we’re doing here, with these
PhDs or, hell, even living in this tech-dictated dystopia. If any of those disappeared students are listening, just
know that this fight isn’t over. The muscle-head is on your side.”
Jason tried to say something but most of the contents disappeared the minute he typed them in his mobile
device.

(b) Extract of a participant’s writing task response. The participant took turns writing part of the scene then asking CharacterMeet to generate a
dialogue that followed. The participant explained that they wanted their character to “have a say” in their story. The participant mentioned that
they also based part of the plot on the dialogue generated at each iteration. The highlighted portions are responses taken from CharacterMeet
(generated by GPT-4).

There I realized I just finished my coffee and needed a refill. I stood up and went up to the counter to order a
second, only to be standing right behind her.
“That’s a complicated drink, isn’t it?” I asked, and she replied, “Haha, well, isn’t life complicated enough? I
guess I just enjoy a bit of extra flavor in my cup. It’s one of the small joys that make my mundane corporate
days a little bit brighter. Do you always order the simple black coffee?”
She caught me by surprise.

(c) Extract of a participant’s writing task response. The highlighted portion is a response taken from CharacterMeet. The participant, who
is not female, explained, “If I have to design the dialogue between the guy and the woman, the guy side, I think I’ll be just fine, but from a
woman’s perspective, I probably don’t know how they will respond or the tone that they use or how they will take a certain type of questions.”

(d) Extract of a participant’s writing task response (in Chinese), where someone calls the main character by their nickname “Little Fox” and a
description comparing the character to a fox follows. The participant mentioned that this description was inspired by their conversation with
their character in CharacterMeet, where the character suggested “Little Fox” as his nickname and explained that it was “because foxes have
large, bright eyes”.

Figure 7: Examples taken from our recorded experiment sessions (cont.)

characters, preferring a vague character representation with “only
the distinctive features being clear”. On the other hand, P2, a live-
action screenwriter, found realistic character appearance details
more crucial to their casting. For the background, P4 found that the
background enhanced immersion during the brainstorming stage
but preferred no background during writing as it “limit[ed] your
imagination”.

5.3.4 Other Demands. Participants expressed additional needs for
more dynamic visualization, which include having multiple avatars
conversing simultaneously and backgrounds that automatically
change based on the conversation.
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(e) Example taken from the recorded writing task of a participant showing CharacterMeet’s interface. The participant mentioned that they
preferred a more photorealistic style (like the background) than the other “cartoonish” styles for both the avatar and the background. The
participant explained that they usually “work with many videos and photos”. The participant also emphasized coherence between the
background and avatar styles, “If we use a realistic style for the character, the background would be better with a realistic style.”

(f) Example taken from the recorded writing task of a participant and showing CharacterMeet’s interface. In contrast to the participant from
Figure 7e, this participant preferred a non-photorealistic style (the background image and the avatar as they are). This participant explained, “I
like the current style, because if [the visuals are] too detailed, your imagination might be limited.”

Figure 7: Examples taken from our recorded experiment sessions (cont.)

5.4 Complementary Capabilities
Focused on personalization, CharacterMeet’s breadth of capabilities
were perceived as complementary to individual creative processes
from the following angles.

5.4.1 Ownership. All participants found use cases for the AI fea-
tures that align with their senses of ownership. Specifically, par-
ticipants ranged from willing to directly use content generated by
CharacterMeet (even to “make money” from published works, quot-
ing P14) if they do not have to worry about copyrighted content
generation to only wanting to use it as inspiration (because it would
feel like “cheating” to not “actually write” by themself, quoting P4).
Most were in between, considering rephrasing generated content
into their “own writing style” (quoting P5).

5.4.2 Complementary Use Cases for Various Work Types. While
our study is focused on T1, participants envisioned use cases for
different work types (Table 3). For creative writing in general, par-
ticipants reported that CharacterMeet could augment their already
existing processes and/or increase productivity mainly by saving
their usual research time and helping them during writer’s blocks.
As P4 mentioned, “[A]ssuming that the information it gets is from
actual evidence, the research part becomes easier because you can
just use this tool.” For greater factual accuracy, P11 also suggested
adding a knowledge bank customizable to domains and language
nuances across cultures (e.g., speaking habits), which could help
with simulating interviews for their non-fiction works (T2). P7 en-
visioned using CharacterMeet to explore different story branches
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resulting from the main character’s choices in multi-ending story-
heavy games (T3). P1 and P2 would use CharacterMeet to visualize
characters for screenplay scenes (T4). P5 also found the combina-
tion of customizable art style and character interaction inspiring
for visual storytelling.

5.4.3 Intent. CharacterMeet’s complementary capabilities have
been mentioned to distinguish it from tools that support co-writing
only by aligning better with writers’ intent. As P6 recalled, they
had only seen others “generate entire stories based on keywords,
which do not follow [P6’s] thoughts” while CharacterMeet’s ability
to “provide inspiration based on what [P6 has] already created or
add details based on it is a feature that [they had] wanted”.

For more comprehensive insights, we analyze the extent to which
each participant compromised their intent. Given individualized
task response lengths and edit types, we focus on the more classi-
fiable content integration approaches of participants, which were
more reactive (i.e., CharacterMeet content steering participants’
conceptualization/exposition in different directions than they in-
tended) or proactive (i.e., CharacterMeet only used to enrich clear
ideas that participants had). For conceptualization, all participants
mainly modified attributes to make the character talk, look, and
sound more like a character they had in mind (proactive), with
some changes based on conversations (some reactive decisions).
For exposition, half let CharacterMeet content shape their character
description and/or plot to varying extents, with P1, P7 (Figure 7b),
and P8 adopting such reactive approaches throughout their entire
exposition. The rest only used CharacterMeet to add details (proac-
tive). Participants who made reactive decisions mentioned that
they were “surprised by” (quoting P5) and trusted CharacterMeet’s
ability to portray their characters better than themselves.

5.5 Creativity Support Index
Our prototype achieved an average of 80.02 out of 100 (standard de-
viation of 9.29) for the overall CSI score while [116]’s final prototype
scored 76.96. Due to data availability for [116], we run no statistical
test. Instead, we compare the different factors of the CSI, which is
the suggested method for comparing two different creativity sup-
port tools [19]. Our comparison is shown in Table 4. Like for [116],
participants also found “Exploration” to be the most important fac-
tor, followed by “Expressiveness” and “Immersion”. CharacterMeet
scored higher for the last two but lower for “Exploration” for the
average factor score. We note that our sample size is about dou-
ble that of [116] and possibly more linguistically diverse. Our user
study task also involves writing. All could have led to more diverse
perspectives, influencing both factor scores and counts. Though
consistency still suggests possible trends (implications in Sections
6.2.2 and 6.3).

6 DISCUSSION
6.1 Support for Entire Iterative Creative

Writing Processes
With broader capabilities [106], LLMs could surpass other language
models in personalizing to creative writers’ individualized needs.
Studies on usage patterns of other implemented LLM-powered writ-
ing support systems [21, 71, 86, 99, 120, 122, 132, 139] have observed

the necessity of supporting iterations between what the writers are
working on (e.g., outline or main text) and idea exploration with
the tool (e.g., obtaining suggestions). We add to the literature with
three main novelties.

Firstly, we demonstrate that an LLM creative writing sup-
port tool focused on progressively manifesting writers’ char-
acters studied through entire writing processes (instead of
specific stages) could also lead to iterative usage patterns that
correspond to iterative thinking patterns (Section 5.1). Given that
iterations between idea conceptualization and exposition have been
observed during creators/writers’ entire usual creative processes
[30, 31, 74, 115] - with [30] rejecting that writing is purely lin-
ear - our findings provide both study and system design in-
sights for LLM-powered creative writing support tools that
complement writers’ entire varying usual writing processes
(Section 6.2). Specifically, personalizable support could increase
AI acceptance by respecting varying senses of ownership, writers’
intent, and content diversity/quality expectations, but practical ap-
plications might be limited by copyright concerns (Section 5.4.1).
Research could focus on plagiarism likelihood or on prevention
algorithms (e.g. what [126] claims to have). Despite recent lawsuits
for AI training on copyrighted content [8], participants did not
mention these, possibly focusing more on usability. Participants
also did not mention integrating AI content out of convenience (e.g.,
task/time constraints), a prior observation [24, 122], but believed
that intent compromises could improve their character construc-
tion (Section 5.4.3). Research could investigate the views of more
specific writer and reader groups (e.g., creative writing class in-
structors and commercial novel readers) on copyright issues and
on the effects of intent compromises on creative quality. Addi-
tionally, in contrast to works that directly introduced suggestions
to the writers’ texts, which they wrote in the systems’ interfaces
[21, 71, 86, 120, 122, 139], by providing support for writers who
wrote their texts separately from our interface (in Word), our tool
provided less guidance on the writing approach writers should
choose, allowing greater personalization through ambiguity [39].
For instance, P8 from Section 5.1 could have planned out their en-
tire plot by using CharacterMeet for inspiration then write without
ever consulting CharacterMeet again. This greater personalization
potential allows us to draw stronger conclusions on the prefer-
ences of writers who usually wrotemore linearly but adopted
iterative patterns while using our tool. Extending on participant
feedback and [57]’s analysis of writing approaches, supporting
greater productivity of iterative patterns, future works could delve
deeper into the benefits of iterative writing processes (Section 6.2.1).

Secondly, our work is the first on a system supporting entire
creative writing processes powered by GPT-4, revealing the latest
LLMs’ capabilities on personalized idea exploration (in line with
[5]’s predictions). In particular, our work establishes that conversa-
tionwith a chatbot supporting progressivemanifestation of a
story character can support the entire character construction
process (Section 5.2) and could allow realistic conversation with
a greater variety of developed characters with advances in LLMs’
text generation capabilities. While a traditional way to categorize
stories is as plot-driven or character-driven, which assumes that the
character either plays a passive or an active role in the plot, some
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CSI Factor Average Factor Score (max 20) Average Factor Count (max 5) Average Weighted Factor
Score (max 100)

[116] CharacterMeet [116] CharacterMeet [116] CharacterMeet
Exploration 16.63 15.79 4.38 4.14 72.73 66.29

Expressiveness 14.63 15.93 3.50 3 51.19 48.64
Immersion 11.38 14.43 2.50 3 28.44 45.43
Enjoyment 18.13 17.50 2.13 2.07 38.52 36.93

Results worth effort 17.38 16.57 2.00 2.14 34.75 33.93
Collaboration 10.50 14.00 0.50 0.64 5.25 8.86

Overall CSI 76.96 80.02

Table 4: Results for the Creativity Support Index (CSI) questionnaire [19] for [116]’s final prototype and CharacterMeet. The
factor score is the sum of scores for a pair of 10-point Likert agreement statements on user experience related to the factor.
After the agreement statements, the respondent answers comparative questions assessing the relative importance of all factors
by pairing them. The factor count is the number of times a factor has been chosen over another. The weighted factor score is
the product of the factor score and the corresponding factor count for a respondent. The CSI score is the sum of all weighted
factor scores divided by three (for a score out of 100).

scholars reject this view, suggesting a bidirectional relationship be-
tween plot and character in all stories [131]. Extending on this view
and our findings, where writers use character responses under spe-
cific contexts to iteratively push forward the plot (Sections 5.1 and
5.2), such conversations could potentially be used to support
entire story writing processes. Studies could explore generaliz-
ability with writing tasks less focused on the exposition of a specific
character. Moreover, our convergence of usage/thinking patterns
(to iterative) despite varying languages used for system interaction
and task response writing (Section 4.1) suggests that, depending on
the LLMs’ performance across languages, similar proficiency for
the same language (imposed/emphasized on by prior LLM creative
writing support works, e.g., [21, 71, 122, 132]) does not have to
be a participant selection criterion for observing generalizable us-
age patterns. Specifically, our lack of mentioned language-specific
inaccuracy (for English and Mandarin Chinese) among a diverse
participant group builds confidence in multicultural multilin-
gual LLM creative writing support studies in the near future,
which could provide much needed research insights on diversity
[72]. Our findings also encourage exploration of LLM performance
in other languages and on cultural nuances (Section 5.4.2). Reported
language inaccuracies for the Stable Diffusion generator (Section
4.1) warrant further studies, possibly on fine-tuning or on translat-
ing multilingual input to English through LLMs, for complementing
LLM tools similar to ours.

Thirdly, our work is the first that presents findings on user
experience of an LLM-powered creative writing support tool
that provides personalized visualization of a conversation
with the writer’s own story character through both visuals
and audio, namely customizable character avatar, AI-generated
context-relevant background images, and customizable character
voice. Prior work on AI-powered chatbots either did not contain
such visuals or audio or did not support their customization to
the writer’s own character. Our findings not only reveal writers’
varying preferences for their customization (Section 5.3), provid-
ing future design insights, but also support the complementary
effects of visuals and audio to thinking patterns during iterative

creative writing processes. Specifically, studies suggest that writers
iteratively create and combinemental imagery (representations
and sensory information that are voluntarily conjured without a
“direct” external stimuli [102]) in newways frommemories to create
their writing [25, 31, 74]. Such combination of mental representa-
tions is facilitated by visualization of ideas through CharacterMeet,
with participants’ diverse visualization needs for visuals and audio
aligning with the diversity in types (e.g., images and other sensory
information) and degrees of vividness of mental imagery found in
prior works [15, 25, 31, 36, 64, 102, 107, 121]. This highlights the
necessity for personalizable visuals and audio features for
chatbot avatar creative writing support tools, which we cover
in Section 6.2.2.

6.2 Design Implications
We present design implications for leveraging chatbot avatars to
support creative writing.

6.2.1 Study Design for Entire Writing Processes. Given individu-
alized processes and variations during tool usage, studies should
cover entire writing processes (or character construction processes)
and compare them to writers’ usual processes for comprehensive
insights. For comparability, researchers could include CSI question-
naires. More on personalizable system evaluation is discussed in
Section 6.3.

6.2.2 Complementary Role to Varying Writing Processes. Chatbot
avatars should support but not enforce iterative processes, possi-
bly by allowing the writer to write in a different interface. Such
interface separation could also ensure productivity despite longer
generation waiting times (Section 3.4) through multitasking, as
observed with participants and by prior work on creativity sup-
port [129]. For iterative creative processes, based on key principles
[25, 30, 31, 57, 74, 115], similar chatbot avatars should support the
tracking and updating of ideas (both textual and non-textual)
throughout entire creative processes as creators/writers con-
tinuously revisit and build on accumulated ideas. For instance,
similar systems can integrate a hide-able window separate from
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the conversation (similar to Character Description) with fields that
support the iterative updating of abstract ideas related to the notion
of the character [131], the conversation context, and other cus-
tomization choices (e.g., visuals and audio). As indicated by those
who gave lower scores for “Exploration” (Section 5.5), partly on
information tracking, future similar systems should consider the
addition of a chat history organized in different ways (e.g., based on
the story or the character). While a history was suggested by [116],
we favored diminishing learning cost of our system that integrates
novel interaction with various sources of inspiration. Similar chat-
bot avatars should also support evolving exploration needs as
writers progress through their writing [30, 131]. To do so, such
systems can integrate language models that do not restrict input
format and content (e.g., conversation or requests for suggestions)
and can generate output reflective of varied contexts and characters
[5, 116] (e.g., the latest LLM). To improve impersonation quality,
future systems can consider fine-tuning models with knowledge
banks (Sections 3.4 and 5.4.2). For visuals and audio, future systems
can allow greater freedom of exploration through text-to-3D avatar
generation and neural speech synthesis [26, 60]. In addition, future
systems should allow customization of art styles, the visibility of the
avatar’s different parts, and the visibility of the background across
stages. They should also have an option for dynamically changing
backgrounds and an option to have multiple avatars conversing
(Section 5.3).

6.3 Limitations
We consider study limitations. One challenge for personalizable
creative writing support tool research is balancing personalization
to individualized criteria with objective evaluation of outputs (e.g.,
task responses and system characters), which can provide stronger
conclusions. After consultation with external creative writing re-
search experts and prior work suggested a need for further research
on evaluation criteria, for a first study, we decided to focus on dis-
covering patterns that could encourage such research. To discover
more objective criteria, future research could establish user pro-
files based on our findings (e.g., Section 5.3 for audio and visual
preferences) and writing motives, which can be educational (e.g.,
satisfaction of a specific grading rubric), commercial (e.g., reader
enjoyment [32] or similarity to a writer’s style [3, 59, 124]), and
personal (more individualized). With more participants, research
could also validate the number of adjustments before satisfaction as
a quality measure for similar personalizable LLM chatbot features
(Section 3.4). For further evaluation of similar systems’ effects on
creativity and/or writing quality, readers familiar with the target
author’s style could evaluate similarity between styles for task re-
sponses. Our consultation also supports external judging by writers
or readers for longer studies, partly because prompt engineering
includes trial and error. Additionally, a diverse larger sample size
could reveal additional trends (e.g., model social biases, LLM and
image generator multilingual performance, and participant AI pro-
ficiency, learning, and acceptance) and lead to stronger conclusions
(e.g., throughmore detailed statistical analysis of CSI scores). Future
studies could also give greater task choice freedom, using longer
writing tasks for more comprehensive insights on characterization
[130, 140], including other forms of storytelling (Section 5.4.2), or

observing participants from diverse backgrounds in the wild [111].
Future studies could include other types of character visuals (e.g.,
animals) in both 3D and 2D representations (with different levels
of visibility), mitigating possible limiting effects on creativity of
having human-like 3D character visuals only. Despite all these lim-
itations, by revealing a convergence of thinking and usage patterns
among diverse participants and the capabilities of the latest gen-
erative AI (Section 6.1), our study serves as a starting point that
presents an optimistic outlook on and directions for personalizable
multilingual creative writing support chatbot research that com-
bines both textual and non-textual sources of inspiration powered
by generative AI.

7 CONCLUSION
We investigated how conversation with a chatbot avatar embodying
a story character could support the entire character construction
process in creative writing. To do so, we examined thinking and
usage patterns of 14 creative writers when writing with Character-
Meet, our prototype system that enables writers to progressively
manifest a character through conversation while customizing con-
text, avatar appearance, background image, and voice. Findings
suggest that CharacterMeet facilitates entire iterative character
construction processes, where participants, even those who had
more linear usual approaches, alternated between writing and var-
ious use cases of character exploration through personalized vi-
sualization on CharacterMeet, with visuals and audio enhancing
immersion. Our findings support research on iterative creative pro-
cesses and the growing potential of personalizable LLM creativity
support tools that integrate visuals and audio for culturally and
linguistically diverse users. Future works could delve deeper into
the benefits of AI chatbot avatars creative writing support tools
that support but not enforce iterative patterns while studying entire
writing processes instead of specific stages.
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