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ABSTRACT

Usability testing is vital for enhancing the user experience (UX) of
interactive systems. However, analyzing test videos is complex and
resource-intensive. Recent AI advancements have spurred explo-
ration into human-AI collaboration for UX analysis, particularly
through natural language. Unlike user-initiated dialogue, our study
investigated the potential of proactive conversational assistants to
aid UX evaluators through automatic suggestions at three distinct
times: before, in sync with, and after potential usability problems.
We conducted a hybrid Wizard-of-Oz study involving 24 UX evalu-
ators, using ChatGPT to generate automatic problem suggestions
and a human actor to respond to impromptu questions. While tim-
ing did not significantly impact analytic performance, suggestions
appearing after potential problems were preferred, enhancing trust
and efficiency. Participants found the automatic suggestions useful,
but they collectively identified more than twice as many problems,
underscoring the irreplaceable role of human expertise. Our find-
ings also offer insights into future human-AI collaborative tools for
UX evaluation.
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1 INTRODUCTION

Usability testing is a widely embraced user-centered design ap-
proach to detect usability issues in interactive systems [13, 22, 27,
67]. However, analyzing usability test recordings is challenging due
to its labor-intensive, time-consuming, and intricate nature. UX
evaluators must interpret behavioral signals from visual and audio
channels while rapidly assessing multiple tasks to identify usability
issues [13]. Constraints in time and resources within industrial
settings may result in overlooked information or misinterpretation
of usability problems [27, 35, 53, 67]. Despite the potential for col-
laborative analysis between multiple human evaluators to enhance
reliability and completeness, practical resource constraints often
discourage UX evaluators from adopting this approach [26, 27, 53].

Recent AI advancements have led researchers to investigate
how to employ AI-driven analysis to provide complementary per-
spectives to UX evaluators [20, 24, 51, 52, 78]. Responding to a
call by usability pioneer Jakob Nielsen to incorporate AI into UX
research [66], we sought to explore a form of human-AI collabo-
rative usability analysis via conversational assistants (CAs) given
its growing popularity. CAs are a promising interface paradigm
for usability analysis, as they can act as an assistant to UX evalua-
tors by providing desired information about usability videos [52].
Past systems utilized user-directed dialogue, where the CA only
responded to user questions [52]. However, the implications of
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proactive or system-directed dialogue, in which messages from the
CA appear without user initiation, remain unknown. Our research
addresses this limitation by exploring how a proactive CA may
enhance the analysis process by automatically providing sugges-
tions of usability problems. Since the CA initiates interaction with
the user, understanding the optimal timing for when these sug-
gestions should appear is critical [56]. Prior work indicated that
synchronous suggestions—appearing at the beginning of usability
problems—were more trusted and better received than asynchro-
nous suggestions that were shown continuously on a timeline [24].
Participants also proposed an alternative: presenting suggestions
after the occurrence of a usability problem, since synchronous sug-
gestionsmay lead to confusion and confirmation bias as participants
did not independently assess the video segment first [24]. Thus,
it remains unclear which of the timing factors is best during the
analysis of usability videos. We investigate the efficacy of proactive
dialogue in UX evaluation tools, with a specific focus on determin-
ing the optimal timing for automatic suggestions—whether it be
before, synchronously, or after the occurrence of potential usability
problems. Understanding the optimal timing will inform the design
and functionality of future tools, ultimately enhancing AI-assisted
decision-making in UX evaluations.

To investigate how the timing of automatic suggestions may
impact UX evaluators’ analysis behaviors, we first needed to gener-
ate these usability problem suggestions from usability test videos.
The emergence of ChatGPT, a versatile generative AI tool driven
by a large language model (LLM) [70], has garnered substantial
interest across diverse domains [83]. According to recent surveys
of UX researchers, ChatGPT is already being used in aspects of
UX research like creating user flows and developing usability test
protocols [7, 12, 47, 82]. Considering ecological validity, we also
utilized ChatGPT to identify potential usability problems from the
transcripts of usability test videos. Additionally, we assessed the
quality of ChatGPT’s suggestions with manual analysis conducted
by three UX experts to ensure that they were sufficiently reasonable
to be used in the study. At the time of designing this study, ChatGPT
had text input limitations and lacked access to video content, mak-
ing it potentially incapable of addressing queries related to users’
interactions with the interface or product information—topics of
interest to UX evaluators [52]. To account for this limitation, we
adopted a hybrid Wizard of Oz approach, wherein ChatGPT gen-
erated usability problem suggestions, and a moderator addressed
impromptu questions.

Inspired by prior work showing that AI suggestions appearing
at the start of a problem led to enhanced user engagement and
higher acceptance compared to asynchronous AI suggestions [24],
we were motivated to investigate when suggestions appeared with
respect to the potential usability problem (e.g., before, during, or
after). In understanding the influence of timing, we used ChatGPT
to generate suggestions. Further, to position the ecological validity
of this approach, we analyzed the quality of the suggestions pro-
duced. Specifically, our study was guided by the following research
questions (RQs):

• rq1 - How does the timing of automatic AI-generated sug-
gestions impact UX evaluators’

a) analytic performance (e.g., number of problems)?

b) subjective perceptions (e.g., efficiency, user trust)?
• rq2 - After receiving automatic AI-generated suggestions,
how do UX evaluators
a) respond to these suggestions (e.g., agreement or dis-

agreement)?
b) assess the quality of these suggestions (e.g., level of

agreement, completeness)?

Our within-subjects study with 24 UX evaluators revealed that
the timing of automatic suggestions did not significantly influence
the number of identified problems. However, most participants
favored suggestions appearing after potential usability problems,
which significantly enhanced trust and efficiency. Following an au-
tomatic suggestion, participants responded in one of four ways: 1)
agreement, 2) correction, 3) request for clarification, or 4) disagree-
ment or disregard of the suggestion. Participants accepted 77.6% of
all suggestions, irrespective of timing considerations. Participants
felt that the usability problem suggestions from ChatGPT acted as
warnings and validation of their analysis, but they still relied on
their expertise to identify a more comprehensive catalog of usability
problems. In light of our findings, we deliberate on the timing and
functionality of automatic suggestions, and the perceptions of AI
capability. In summary, our contributions encompass:

• Demonstrating that efficiency, trust, and user preference
are enhanced when providing suggestions after potential
usability problems;

• Presenting the various responses of UX evaluators and their
agreement levels with automatic suggestions;

• Highlighting the constraints of transcript-based UX analysis
approaches and suggesting ways to enhance future CAs.

2 RELATEDWORK

Our work is informed by prior research on using AI to detect us-
ability problems and human-AI collaboration via interactive con-
versational assistants.

2.1 Using AI to Detect Usability Problems

Usability testing is the most common method for identifying usabil-
ity issues in digital products [22]. UX evaluators simultaneously
observe user actions and make notes while assessing both the visual
and audio aspects of videos [13]. Analyzing usability test videos
manually is time-consuming and challenging due to limited time
and resources, which can result in missed information or misin-
terpreted problems [23, 27, 35, 67]. To address this challenge, re-
searchers have explored two main approaches: automated methods
without human involvement and human-AI collaborative methods
for detecting usability problems.

2.1.1 AutomatedMethods for Usability ProblemDetection. Researchers
have employed several automatic detection methods for usabil-
ity problems, including machine learning and pattern recognition,
audio and visual analysis, and natural language processing with
sentiment analysis.

Machine learning and pattern recognition: Researchers
have developed machine learning (ML) classifiers using user in-
teraction data from websites and mobile applications [31, 34, 43,
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72, 73, 87, 90]. For instance, researchers employed mouse move-
ments and interaction patterns like the “action repetition pattern”
to classify sessions as having usability issues or not [30, 65, 76]. Ad-
ditional studies demonstrated the applicability of eye tracking and
gaze analysis for detecting usability problems, particularly minor
navigational and comprehension issues [18, 69].

Audio and visual analysis: In addition to analyzing interaction
logs, researchers have investigated the direct detection of usability
problems from the video and audio of usability tests [20, 21, 79].
Specific speech patterns were discovered to indicate usability prob-
lems such as abnormally low speech rate [20], and temporal video
segmentation could automatically detect segments where users
encountered difficulties operating the product [79].

Natural language processing and sentiment analysis: Nat-
ural language processing techniques are applicable for extracting
usability problem indicators from usability test transcripts, particu-
larly when the user’s verbalizations include negative sentiments,
questions, and verbal fillers [20, 21]. Beyond traditional text-based
methods, the emergence of ChatGPT [70] and other large language
models (LLMs) has expanded the horizons of research approaches
[83], demonstrating versatility in summarizing literature, drafting
papers, coding, and passing medical licensing exams [54, 83]. Specif-
ically, it has demonstrated utility in sentiment analysis [44, 84], as
well as the analysis of questionnaire responses, interview data, and
think-aloud data [47, 80]. Meta-summaries it generated showed
substantial but not entirely identical alignment with analyses con-
ducted by an independent researcher, suggesting that ChatGPT
can be a reliable tool for text data analysis when used cautiously
[80]. While ChatGPT has been employed in various aspects of UX
research [12, 47], there remains a gap in understanding its effective-
ness in identifying usability problems. Consequently, our strategy
of utilizing ChatGPT to generate suggestions for usability problems
required an assessment of the quality of its outputs.

2.1.2 Human-AI Collaborative Methods for Usability Problem De-

tection. Due to the limitations of automated methods, there is a
growing interest in human-AI collaboration, where AI supplements
human decision-making [55]. AI outcomes can inform individuals
through an “algorithm-in-the-loop” process, recognizing that AI
systems should support rather than replace domain workers’ deci-
sions and tasks [29, 88]. The 10 Levels of Automation framework by
Mackeprang et al. describes various AI involvement levels, ranging
from providing no assistance to offering suggestions, executing sug-
gestions with human approval, informing humans after decision
execution, and finally, acting autonomously [61]. Recent research
on human-AI collaborative UX evaluation tools primarily focuses
on the lower end of this framework, where AI provides usability
problem indicators, leaving the final determination of usability
problems to UX evaluators [23, 24, 78]. However, these tools offer
non-interactive visualizations (e.g., icons and line charts), limiting
UX evaluators’ ability to ask questions about usability test videos
or seek explanations for AI results. Therefore, there is an opportu-
nity for human-AI collaborative tools to enhance interactivity and
provide explanations on-demand.

2.2 Human-AI Collaboration Via Interactive

Conversational Assistants

Conversational assistants, including chatbots, have gained promi-
nence in various aspects of our daily lives [59]. Their utilization
has witnessed significant growth, with chatbots emerging as one of
the fastest-growing communication channels [64]. In 2022, surveys
found that 88% [25] and 80% [81] of respondents had interacted with
a chatbot, demonstrating their growing popularity. Researchers
have explored their application across diverse domains, spanning
from business documents [39] and collaborative games [4, 6] to
customer services [5], journaling, and productivity applications
[33, 48]. Our recent research has extended the application of CAs
to the field of UX analysis. This exploration involves understanding
how CAs can aid in UX analysis by addressing questions raised
during analysis [52]. Building upon our efforts, this study focuses
on text-based conversational assistants, chosen for their demon-
strated efficiency over voice assistants, and leverages the dataset of
potential questions to inform the design of our UX assistant [52].

2.2.1 Benefits of Proactive Dialogue. Conversational interactions
can be categorized into three types: (1) user-directed dialogue,
where the user initiates a question and the system reacts; (2) system-

directed dialogue, where the system initiates an interaction; and
(3) mixed-initiative dialogue, where both the system and the
user have control over the dialogue flow [57, 62]. In our previous
study, the Q&A dynamic was user-directed, where the CA only
responded when prompted [52]. In contrast, system-directed or
proactive dialogue has shown promise in providing timely assis-
tance and enhancing user trust [49]. Older adults reported feeling
significantly less lonely and more satisfied when using a proactive
CA than the passive version since it started conversations and pro-
vided a sense of companionship [74]. Similarly, a proactive agent
designed to enhance learning for undergraduate students led to a
significantly more positive impact on recall than the passive agent
since it actively provided information about the lesson [46]. Par-
ticipants also appreciated proactive interactions to improve health
regimen adherence since they acted as reminders to engage in
a healthy activity [9]. Furthermore, providing recommendations
through proactive dialogue could facilitate user’s item selection
in large decision spaces [15]. In sum, proactive interactions can
alert users of information that they may have missed otherwise and
provide recommendations to inform decisions, which can be useful
when applied in UX evaluation to actively guide UX evaluators in
identifying usability problems.

Despite the advantages of proactive interactions, they also pose
concerns, such as being perceived as disruptive if initiated at an
inappropriate time, leading to reduced transparency and distrust
in the system [10, 41, 56, 68]. For instance, in a 17-day field study
where users interacted with a personal AI agent for work, some
participants exhibited an aversion to unsolicited proactive interac-
tions [56]. Similarly, when UX evaluators are focused on reviewing
a usability video, they may not want to be interrupted by messages
from a CA. To mitigate this issue, we should: 1) reduce their inter-
ruption cost by investigating the optimal timing of the interactions;
and 2) increase their value by ensuring the content of the messages is
relevant [50, 56, 86].
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2.2.2 Investigating the Timing Factor. To determine when proactive
interactions occur, two possibilities exist: variable timing, inferred
from human interaction data and task context [32, 58], and fixed
timing, initiated at specific task steps [24, 49]. Previous research
on UX evaluation adopted fixed timing, displaying AI results at
the beginning of each usability problem [24]. This approach led
to enhanced engagement, higher acceptance of AI suggestions,
improved problem identification, and increased satisfaction [24].
Participants also suggested alternative timings, such as immediately
after identifying a problem [24]. Given these findings, fixed timing,
aligned with specific problem occurrences, was deemed suitable
for our study, offering three possibilities: before, in sync with, and
immediately after a potential usability problem.

2.2.3 Determining Dialogue Content. Dialogue content for proac-
tive interactions varies across different proactivity levels: none,
notification, suggestion, and intervention. Research indicates that
notification and suggestion levels tend to foster higher perceived
reliability and user trust [49]. Notifications inform users that the
system has found a solution, while suggestions provide recom-
mendations along with explanations [49]. Previous UX evaluation
studies underscored the value of explanations, enhancing UX evalu-
ators’ analysis support and perception of AI [24]. Focusing dialogue
content on the specific task of identifying usability problems is es-
sential, as straying from this purpose could lead to negative user
experiences [45]. Hence, our study adopts the “suggestion” strategy,
wherein the proactive UX assistant provides focused recommenda-
tions of usability problems and explanations for what occurred.

3 DESIGNING THE PROACTIVE UX

ASSISTANT

Building upon the notion that proactive agents can offer timely assis-
tance [49], our primary interest lay in investigating how the timing
of proactive interactions can enhance the UX analysis process. The
proactive UX assistant could provide two types of messages:

(1) Automatic suggestions either before, in sync, or after the
occurrence of a usability problem.

(2) Reactive responses to various questions posed by UX eval-
uators.

We adopted a hybrid approach, in which we used ChatGPT
to generate automatic suggestions, while impromptu responses
were provided by a human moderator, following a Wizard of Oz
design. This approach has historically been employed to circumvent
technical limitations in prior research (e.g., [60, 63, 77]).

3.1 Automatic Suggestion Generation with

ChatGPT

To explore the most effective timing for usability problem sugges-
tions, our first task involved generating these suggestions from
usability test videos. In this process, we employed ChatGPT to sim-
ulate the results obtained by having a CA analyze the transcript, as
it is the closest instantiation of one. Zoom’s automatic transcrip-
tion feature was used to initially transcribe the verbal content of
usability videos, which included the instructions from the usability
test moderator and the verbalizations from the user engaged in
the tasks. Subsequently, a researcher reviewed these transcripts

Figure 1: Screenshot of ChatGPT’s response, which contains

four usability problem descriptions and the start and end

times of each problem.

to correct errors, add punctuation, and edit timestamps to denote
natural speech breaks. To preserve the originality of the dialogue,
no additional alterations were made to the transcripts. In early
2023, we used ChatGPT (version 3.5) [71] to generate suggestions
of usability problems by entering a prompt that contained the us-
ability tasks and transcript format, then copy and pasting the raw
transcript. Below is a prompt used for one of the study videos:

"The following is the transcript of a user
study where a participant used the think-aloud
protocol to complete the following tasks on
a museum website: 1. Find the last entry
time for the Butterfly Garden on a Friday, 2.
Find group admission costs to the museum, 3:
Add an adult ticket for Museum and Butterfly
Garden admission to the cart, and 4: Update
the ticket to a different date. The transcript
contains the start and end timestamps and
the words spoken by the participant. Based
on the transcript, can you identify which
usability problems the participant may have
encountered and when these problems occurred?
Provide your response in the format: Problem
description, Start time, End time."

In response to this example prompt, ChatGPT provided a list
of four usability problems and the associated timestamps (Fig. 1).
This process was repeated for the three usability test videos used
in the study. Table 5 in the Appendix shows the list of 14 problem
suggestions from ChatGPT. To evaluate these suggestions, three UX
experts with an average of 5 years of UX experience first manually
analyzed the three videos independently, then engaged in a group
discussion to consolidate their results and resolve any disagree-
ments, following the recommended practice [36]. They identified
17 usability problems, of which 12 coincided with those proposed by
ChatGPT. Thus, ChatGPT’s precision (i.e., the proportion of correct
problems among all identified problems) is 0.86, and recall (i.e., the
proportion of correct problems among all correct problems) is 0.711.

1Detailed calculations are provided in Table 6 in the Appendix
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Suggestion appears 
before the problem

Suggestion appears after 
the problem

Suggestion appears 
synchronously with the problem

8 s 8 s

Video Timeline

Usability Problem

Figure 2: Video timeline illustrating the three timing conditions: 1) suggestion appears before the problem, 2) suggestion

appears synchronously with the problem, and 3) suggestion appears after the problem.

This implies that, while not every problem was identified, the ones
that were detected were relevant.

In our study, we opted not to directly rely on results gener-
ated by UX experts, recognizing that perfection in AI suggestions
is an unrealistic expectation. For instance, previous researchers
deliberately introduced false positive and false negative usability
problems to make their Wizard of Oz AI system seem more realistic
[24]. Compared to previous work, our approach of employing Chat-
GPT holds ecological validity, given that this AI tool can identify,
albeit imperfectly, some usability problems based on input tran-
scripts. Moreover, ChatGPT is commercially available and already
being used for UX research according to recent surveys of UX re-
searchers [12] and courses on AI in UI/UX design [82]. Given our
evaluation, which demonstrated reasonable precision and recall,
we utilized ChatGPT’s suggestions in this study to investigate the
timing aspects of the collaboration between human evaluators and
AI. However, since ChatGPT only had access to the user’s spoken
words and not video actions, the start and end times of usability
problem suggestions were occasionally inaccurate. To rectify this,
one author reviewed and adjusted the problem timings based on
video actions, ensuring more accurate timing across each condition.

3.2 Timing of the Conditions

To reduce the interruption cost of automatic suggestions, we de-
signed three timing conditions relative to the occurrence of us-
ability problems: before, synchronous, and after. Fig. 2 shows
a video timeline with annotations of suggestions that appear be-
fore, synchronously, and after a usability problem. We employed
a heuristics-based approach to determine the time gap between
the suggestion and the problem. In the “synchronous” condition,
automatic suggestions were displayed exactly at the start of the
current problem. In the “before” condition, the gap was calcu-
lated as the minimum of 8 seconds or the time interval between
the end of the previous problem and the start of the current one
(min(8, 𝑠𝑡𝑎𝑟𝑡𝑐𝑢𝑟𝑟𝑒𝑛𝑡 − 𝑒𝑛𝑑𝑝𝑟𝑒𝑣𝑖𝑜𝑢𝑠 )). Similarly, in the “after” con-
dition, the gap was determined as the minimum of 8 seconds or
the time interval between the end of the current problem and the
start of the next one (min(8, 𝑒𝑛𝑑𝑐𝑢𝑟𝑟𝑒𝑛𝑡 − 𝑠𝑡𝑎𝑟𝑡𝑓 𝑜𝑙𝑙𝑜𝑤𝑖𝑛𝑔)). The use
of 8 seconds aligns with the average human attention span [16].
This approach also ensured that suggestions did not appear while
another problem was ongoing.

The tense of the automatic suggestions varied depending on
the timing condition. For example, the first problem identified by
ChatGPT was shown as:

(1) Before condition: “I think a problem will occur because
the user will have difficulty finding the Butterfly Garden
admission section.”

(2) Synchronous condition: “I think a problem is occurring
because the user is having difficulty finding the Butterfly
Garden admission section.”

(3) After condition: “I think a problem just occurred because the
user had difficulty finding the Butterfly Garden admission
section.”

3.3 Generating Responses using Wizard of Oz

In addition to proactively suggesting potential usability problems,
the UX assistant was designed to provide responses to questions
from UX evaluators. This approach aligns with user expectations
based on common CAs (e.g., Siri, Google Assistant) [59]. Providing
responses to impromptu questions did not interfere with the inves-
tigation of the timing of automatic suggestions since the quality of
responses remained consistent across all conditions. To anticipate
the types of questions expected from participants, we referred to
prior research that categorized the questions UX evaluators typi-
cally ask a CA [52]. Examples of such questions include ”How many
clicks did the user have to go through to reach the target page?” and
“What is the ideal path to complete this task?” Thus, we extracted
information related to user actions, the user’s mental model, help
from the AI assistant, product and task details, and user demograph-
ics from the videos, and used these notes during the study to answer
any questions that arose.

3.4 User Interface of the UX Evaluation Tool

The user interface (UI) maintains simplicity and informativeness,
consistent with previous tools employing conversational agents for
UX analysis [52]. It comprises two main components: a video player
for UX evaluators to review usability test videos (Fig. 3-A), and a
chat window displaying the conversation between UX evaluators
and the UX assistant (Fig. 3-B). The video player includes stan-
dard playback controls, such as play/pause, volume adjustments, a
progress bar, and speed options. The progress bar segments tasks
in each video, displaying the current task at the bottom of the video
player (Fig. 3-a1). The chat window is positioned to the right of the
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B
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b2 b3b4

Figure 3: User interface of the UX Analysis Tool: (A) Video player, (a1) Progress bar, (B) Chat thread, (b1) Chatbox, (b2) Show

suggestions, (b3) Show messages, and (b3) Show all.

video player and contains a chatbox at the bottom (Fig. 3-b1), where
UX evaluators can type responses to automatic suggestions, descrip-
tions of usability problems, and questions to the UX assistant. The
moderator receives these messages in another chat window accessi-
ble only via an administrator account and password. Messages from
the UX assistant appear in two formats: 1) Automatic suggestions
are displayed in blue and UX evaluators can click on these speech
bubbles to navigate the video player back to the timestamp when
the suggestion first appeared, and 2) Responses to questions appear
in yellow. UX evaluators can focus on reviewing one message type
at a time by collapsing the other type using the respective icons
(e.g., “lightbulb” for automatic suggestions (Fig. 3-b2), “message”
for responses (Fig. 3-b3)). To return to the default mode with all
bubbles expanded, they can click the “hamburger” icon Fig. 3-b4).

4 USER STUDY

We conducted an IRB-approved within-subjects experiment in April
and May 2023. A single moderator served as the UX assistant to
respond to impromptu questions.

4.1 Participants and Apparatus

We recruited 24 participants aged 22 to 43 (𝑀 = 27.1, 𝑆𝐷 = 4.8)
with self-reported UX experience ranging from 2 to 11 years (𝑀 =

3.9, 𝑆𝐷 = 2.2). Participants indicated their familiarity with usability
analysis, with most selecting "4 - very familiar" on a 5-point scale.
All had prior experience with conversational assistants (e.g., Siri,
Google Assistant, ChatGPT), and theirmedian trust in AI algorithms
or AI-powered conversational assistants was "3 - moderately trust-
ful" on a 5-point scale. Participants completed the study remotely,
using computers to access a web application and communicating
with the moderator via Zoom.

4.2 Study Videos

Since there is currently no established taxonomy of products or
tests that need to be covered during studies of UX analysis tools,
we selected some examples to prompt analysis, which follows prior
work (e.g., [23, 24, 78]). Although three videos can not be repre-
sentative of all usability tests or tasks, we covered common digital
interfaces (desktop website, smartphone app, and VR headset). Ta-
ble 1 provides video details, including length, tasks, and the number
of usability problem suggestions. The tasks were designed around
the central functions of the product (e.g., ordering food in a food
delivery app), and the number of tasks was chosen so that all three
videos would have similar lengths. Before recording usability tests
with users, the researchers tried to complete the tasks to ensure that
usability issues existed in these products and to gain an estimate
of the time required. Each resulting video contained at least four
usability problem suggestions, enabling participants to engage in
analysis and receive suggestions from the UX assistant.

4.3 Procedure

Fig. 4 illustrates the study session procedure, where participants
initially received a brief introduction to the study and a tutorial
on the web application, including information about the two types
of messages from the UX assistant: automatic suggestions and re-
sponses to questions. Any questions regarding tasks or the web
application were addressed before proceeding. As a within-subjects
study, each participant analyzed all three videos with the order and
conditions being counterbalanced. For each video, the moderator
explained the scenario and tasks. Participants then engaged in the
analysis session, during which suggestions automatically appeared
when their video player reached predetermined timestamps based
on the timing condition. All participant interactions occurred in
the chatbox (Fig. 3-b1), where they typed “I agree” or “I disagree”
in response to a suggestion, or ignored it completely. To record a
usability problem, they prefaced their description with “Problem
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Study Introduction & 
Tool Tutorial

(3-5 minutes)

Introduction to Video

(1-2 minutes)

Likert Scale Survey
& Break

 
(2-3 minutes)

Semi-Structured 
Interview & Debrief 

(12-15 minutes)

Repeated for each video

Video Analysis 
Session

(14-16 minutes)

Figure 4: Flow chart showing the study procedure.

Table 1: Information on the videos used in the study

Product Tasks Length

(m:ss)

Number of

Suggestions

Museum
Website

1: Find the last entry time for
the Butterfly Garden.
2: Find group admission costs
to the museum.
3: Add an adult ticket for the
museum and Butterfly Garden
admission to the cart.
4: Update the ticket to a differ-
ent date.

6:54 4

Food
Delivery
App

1: Buy Coke, Sprite, and pizza
within a $100 budget.
2: Change from pick-up to de-
livery.

8:01 5

VR
Game

1: Select a game from the menu
and play it.
2: Select a different game and
play it.

7:51 5

#:” (Fig. 3-B). After analyzing each video, they completed a Lik-
ert scale survey, assessing efficiency, trust, preference, cognitive
effort, satisfaction, and helpfulness, in line with prior work on CAs
[52, 89]. Following each survey, participants had a short break be-
fore the moderator explained the scenario and tasks in the next
video. After analyzing all three videos, participants underwent a
semi-structured interview covering their experience, insights into
suggestion timing, and ChatGPT’s potential for usability analysis.
Sessions, lasting 60-80 minutes, were video-recorded, and partici-
pants were compensated for their time.

4.4 Data Analysis

Each usability problem description was assigned a label to identify
the number of unique problems and determine whether they coin-
cided with ChatGPT’s results. The questions posed by participants
were coded and divided into categories. The semi-structured inter-
view responses were transcribed using automatic speech-to-text
software and then corrected by a researcher. Two researchers ana-
lyzed the transcripts using inductive coding and then grouped the
codes into themes through iterative discussions.

Table 2: Number of problems identified by participants in

each condition

Condition Mean (SD) per video Total

Before 4.4 (1.6) 105
Synchronous 4.6 (1.7) 111
After 5.3 (1.6) 126

For the quantitative measures collected in the study (e.g., number
of problems identified, survey responses, percent agreement with
ChatGPT suggestions), we used the Shapiro-Wilk test to check the
normality of the data. Then we conducted a one-way repeated mea-
sures ANOVA to determine whether the means for the three timing
conditions were significantly different. We also report the effect size
with partial eta squared (𝜂2𝑝 ) and post-hoc pairwise comparisons
with Bonferroni correction.

5 RESULTS

This section presents the findings regarding the impact of timing
on participants’ analytical performance and subjective perceptions
(RQ1) and explores their responses to automatic suggestions and
the comparison of analysis results (RQ2).

5.1 Impact of Timing on Analytic Performance

and Subjective Perceptions (rq 1)

This section describes the number of usability problems identified
and participants’ subjective feedback for each timing condition.

5.1.1 Analytic Performance (rq 1.a). In total, participants recorded
342 usability problems. Table 2 shows the mean and standard de-
viation of problems per video and the total number of problems
by condition. On average, participants identified 4.4 problems per
video in the “before” condition, 4.6 problems in the “synchronous”
condition, and 5.3 problems in the “after” condition. Although the
“after” condition yielded the highest average number of identified
problems, the differences between the various conditions were not
statistically significant. These findings indicate that the timing of
automatic suggestions did not significantly influence participants’
analytic performance.

5.1.2 Subjective Feedback about Timing Conditions (rq 1.b). As
illustrated in Fig. 5, efficiency, trust, and preference demonstrated
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I liked the timing of suggestions.
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Figure 5: Diverging stacked bar chart that shows the participant ratings for efficiency, trust, and preference for each condition.

significant differences due to timing, while cognitive effort, sat-
isfaction, and helpfulness (Fig. 6) did not exhibit any significant
effects of timing. Among the participants, 14 out of 24 (58.3%) fa-
vored the “after” condition, 8 (33.3%) preferred the “synchronous”
condition, and only 2 (8.3%) chose the “before” condition as their
most preferred.

In the survey, participants responded to the phrase “I liked that
the UX assistant gave me suggestions [prior to/in sync with/after]
the occurrence of usability problems.” Ratings were highest for the
“after” condition (𝑀𝑑 = 4, 𝐼𝑄𝑅 = 2), followed by “synchronous”
(𝑀𝑑 = 3, 𝐼𝑄𝑅 = 1.25), and then “before” (𝑀𝑑 = 3, 𝐼𝑄𝑅 = 2). ANOVA
showed a main effect of timing (𝐹2,46 = 7.0, 𝑝 < .01, 𝜂2𝑝 = 0.2), and
pairwise comparisons with Bonferroni correction revealed that the
“after” conditionwas significantly higher than the “before” condition
(𝑝 < .01). The following sections expound on the advantages and
disadvantages associated with each timing condition.

“Before” Timing Condition: Participants who preferred the
“before” timing condition felt that the suggestions acted as warnings
of upcoming problems. For instance, P16 stated, “The suggestions
made memore focused and alert, I paid more attention to the following
video segment after I saw the message.” However, some participants
believed that seeing suggestions before the video segment could
introduce bias. P5 commented, “I have to develop my own under-
standing of the context first and then check my understanding, seeing
the suggestion before could bias my opinion.” Moreover, participants
found it inefficient when they clicked on a suggestion to navigate
to the corresponding timestamp, which took them back before the
problem occurred, forcing them to watch extra seconds.

Additionally, some participants felt confused, thinking that the
UX assistant was predicting problems in the future. P23 questioned,
“I was confused because the UX assistant hasn’t even seen that part

of the video yet, how did it know a problem will occur?” This mis-
conception likely contributed to lower trust ratings for the “before”
condition. Notably, participants gave the highest ratings for trust
in the “after” condition, followed by the “synchronous” and “be-
fore” conditions. ANOVA demonstrated a main effect of timing
(𝐹3,69 = 8.4, 𝑝 < .0001, 𝜂2𝑝 = 0.3), and pairwise comparisons with
Bonferroni correction revealed that the “before” condition was sig-
nificantly lower than the “after” condition (𝑝 < .05).

“Synchronous” Timing Condition: Participants who favored
the “synchronous” timing condition believed that seeing the sug-
gestions concurrent with the occurrence of the problem instilled
confidence that the UX assistant was detecting issues at the same
time they did. P7 expressed, “I preferred this since it felt the most
synchronous, and I was more trusting that it was actually noticing
something.” This condition was also perceived as efficient, with
P13 mentioning, “it felt the smoothest and I wrote “I agree” the most
out of all three conditions, which saved time from typing problem
descriptions.” For participants who crafted their own descriptions,
the suggestions aided in phrasing, as noted by P19, who said, “the
suggestion was better than how I would phrase it so seeing it at the
beginning helped me write a better problem description.”. However,
some participants reported that the suggestions were distracting
and diverted their attention from the video. P18 stated, “I was more
focused on reading the text, which made me distracted and thought I
missed something in the video.”

“After” TimingCondition: The “after” conditionwas preferred
by most participants for three primary reasons: validation, similar-
ity to current processes, and improved efficiency. Many participants
mentioned that seeing suggestions after the problem occurred “cre-
ated validation of my own analysis and reinforced my confidence”
(P9) and that “the timing was aligned with when I reached the conclu-
sion” (P4). Furthermore, it felt the most intuitive because “it is most
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similar to working with a colleague: both of you do an individual
analysis first, then combine your opinions to create validation” (P21).
Efficiency was also a key factor since ANOVA showed a main effect
of timing (𝐹2,46 = 8.4, 𝑝 < .001, 𝜂2𝑝 = 0.3). Pairwise comparisons
with Bonferroni correction revealed that the “after” condition was
rated as significantly more efficient than both the “before” (𝑝 < .01)
and “synchronous” (𝑝 < .01) conditions. A substantial 83.3% of
participants somewhat or strongly agreed that the “after” condition
was efficient for their analysis, compared to 50.0% and 45.8% in the
“before” and “synchronous” conditions, respectively.

While some participants felt the timing of the suggestionsmatched
their analysis, others felt that it occurred later than they preferred.
For example, P10 said “the suggestions appeared too late for me, after
reading it, I have to rewind the video if I missed that problem.” This
suggests that individual differences and level of UX expertise may
influence the timing of analysis practices, as discussed in Section
6.1.1. Interestingly, P13 mentioned “since I already identified the
problem, it doesn’t feel very helpful.” This suggests that they were
confident in their analysis and were not open to validation.

5.2 Participants’ Responses to and Agreement

with Automatic Suggestions (rq 2)

In this section, we first describe participants’ responses to automatic
suggestions and subsequently calculate their level of agreement
with the automatic suggestions generated by ChatGPT.

5.2.1 Participants’ Responses to Automatic Suggestions (rq 2.a).

Participants presented four distinct response types to the automatic
suggestions: 1) agreement, 2) correction, 3) clarification, and 4)
disagreement or disregard.

1) Agreeing with the Suggestion:When participants identi-
fied the same usability problem as suggested by the UX assistant,
the predominant response was affirmation, expressed through mes-
sages such as “Yeah, I agree” (P1) and “I agree, make that problem
#2” (P3). Participants felt that the suggestion served as a confirma-
tion of their analysis. For example, P17 noted that “when I saw the
suggestion, it acted as a confirmation of my analysis, and I thought,
’Yeah, it got me!’ So I wrote ’I agree’ to support the suggestion.”

2) Correcting the Suggestion: Participants occasionally con-
curred that a usability problem existed but believed that the sugges-
tion did not comprehensively or accurately describe the issue. For
instance, a suggestion indicated that the user had trouble finding
the “drinks” category, but P10 responded, “I don’t think the user had
difficulty finding the drinks section, he was able to find it but had
trouble finding the Coke inside this section.” In such cases, partici-
pants acknowledged the presence of a problem but amended the
problem description to align with their assessment.

3) Seeking Clarification: Another approach taken by partic-
ipants was to request additional clarification. For instance, P11
inquired, “Why do you think this is a usability problem?” When
asked about this, P11 explained, “I think the suggestion was correct,
but it was incomplete. So I asked a follow-up question about why, and
the assistant did give me valid reasons.” In such instances, partici-
pants sought further information about an automatic suggestion to
confirm the existence of a usability problem.

4) Disagreeing or Disregarding the Suggestion:When par-
ticipants disagreed with a suggestion, they either responded with

Table 3: Percentage of usability problem suggestions that

participants agreed with based on timing condition

Condition Percentage Agreement SD

Before 72.9% 21.7%
Synchronous 71.9% 24.0%
After 88.1% 15.7%
Total 77.6% 21.8%

dissenting comments (e.g., “No, this is not a problem.” ) or chose to
disregard the message in the chat window. Participants cited two
main reasons for not seeking further clarification: a stronger trust
in their own intuition, and a belief that the UX assistant lacked the
intelligence to provide meaningful answers.

5.2.2 Participants’ Assessment of Usability Problem Suggestions (rq

2.b). In this subsection, we describe the extent to which partici-
pants agreed with the usability problem suggestions generated by
ChatGPT. We also explore the characteristics of suggestions that
resulted in the highest and lowest agreement, as well as the types
of problems that were missed.

Percentage Agreement Calculation: The percentage agree-
ment was calculated as the number of suggestions that participants
agreed with out of the 14 suggestions presented across three videos.
For instance, if a participant acknowledged 11 out of 14 suggestions
as actual usability problems, the percentage agreement would be
calculated as 11/14 × 100 = 78.6%. Table 3 shows the percentage
agreement for each condition, while Table 5 in the Appendix shows
the percentage agreement for each suggestion.

Overall Agreement:Collectively, participants agreedwith 77.6%
(𝑆𝐷 = 21.8%) of the 14 suggestions. The highest agreement occurred
in the “after” condition (88.1%), followed by the “before” condition
(72.9%), with the “synchronous” condition trailing at 71.9%. ANOVA
exhibited a significant main effect of timing (𝐹2,46 = 4.6, 𝑝 <

.05, 𝜂2𝑝 = 0.2). Further pairwise comparisons with Bonferroni correc-
tion indicated that the “after” condition demonstrated significantly
higher agreement compared to both the “before” (𝑝 < .05) and
“synchronous” (𝑝 < .05) conditions, while the latter two did not
exhibit significant differences.

Variability in Agreement Among Suggestions: Apart from
variations in agreement based on timing conditions, we were curi-
ous if any differences existed between individual suggestions. We
observed that ten out of the fourteen suggestions garnered accep-
tance rates ranging from 75% to 100% among participants, while
one suggestion achieved a 66.7% acceptance rate. Three suggestions,
however, had lower acceptance rates, ranging from 33.3% to 41.7%
of participants. Upon analyzing suggestions with high agreement, it
became evident that these problems were typically straightforward
and task-oriented. Examples include users encountering difficulties
in locating a specific element within the interface (e.g., selecting a
pizza) or completing a particular action (e.g., changing the ticket
date). Conversely, the three suggestions that garnered the low-
est agreement tended to feature shorter descriptions and shorter
durations in the usability video, which might have led some par-
ticipants to overlook them. Notably, for suggestions with less than
75% agreement, the "after" condition displayed significantly higher
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Figure 6: Diverging stacked bar chart that shows the participant ratings for cognitive effort, satisfaction, and helpfulness for

each condition.

agreement. This suggests that participants were more inclined to
concur with an ambiguous suggestion when it was presented after
they had observed the corresponding video segment.

Analysis of Usability Problems Missed by the UX Assis-

tant: Table 4 provides a summary of the total, unique, and average
number of problems reported by participants. To identify unique
problems, researchers labeled the 342 usability problem descrip-
tions from participants. In total, 24 participants identified 34 unique
problems across three videos while ChatGPT identified only 14
from the transcript alone, indicating that it may have missed 20
problems (58.8%). However, its performance was on par with the
average number of problems identified by participants. For example,
in the website video, each participant identified an average of 4.5
problems, and ChatGPT also found 4 problems. The problems that
ChatGPT missed fell into several categories:

• User interface issues: These encompassed problems that
relied on visual information from the videos, such as is-
sues with low legibility due to small text, ambiguous error
messages, missing details on certain pages, and excessive,
confusing animations.

• Interaction-based issues: These problems pertained to
users’ tapping and scrolling behaviors on touchscreens and
the operation of VR controllers. Such issues could stem from
users’ unfamiliarity with these input devices, low touch-
screen sensitivity, and a lack of visual feedback.

• Mismatch of user expectations: This category encom-
passed issues where participants had to infer user expec-
tations. For instance, P23 inferred that the user expected
the group discount to be on the checkout page while that
information was on a different page, which led to difficulty
completing the task.

Table 4: Number of usability problems identified by partici-

pants and by ChatGPT for each video

Video

Total

Problems

Unique

Problems

Average

(SD) per

Participant

Problems

from

ChatGPT

Website 107 12 4.5 (1.0) 4
App 104 15 4.3 (1.7) 5
VR 131 17 5.5 (1.9) 5

• Navigation issues: Participants noted problems related to
the unclear navigation architecture of the website and VR
game. For instance, selecting the logo on the top left corner
did not return users to the home page of the website, and
choosing a VR game from the menu was confusing.

• Inefficient designs: Participants identified inefficiencies
that, while not preventing task completion, could enhance
the overall user experience. For example, users had to tap
the ’+’ sign ten times to add ten bottles to their cart because
there was no option to input the desired quantity directly,
which could be frustrating for larger orders.

These categories of problems either relied on information only
available in the video recordings or demanded an understanding
of the user’s mental model and best design practices, aspects that
ChatGPT could not infer. Participants also acknowledged these
limitations, with P7 noting that it was better than expected but
still did not catch all the problems. Interestingly, some participants
expressed a competitive spirit with the UX assistant, racing to
identify more problems than it did (e.g., “I was racing against it and
found that I identified more problems it was identifying.” -P4)
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Furthermore, participants expressed a desire for the UX assistant
to provide explanations for identified problems. P13, for instance,
stated that “the suggestions were on the surface level, I already know
that the user had difficulty, the point is why—what’s the reason for
that difficulty.” However, others appreciated the absence of reasons,
as it encouraged them to think deeply about the problems instead
of relying solely on the suggestions. For example, P17 mentioned
“I liked that I still needed to think about why the user was having
a particular issue, we have to remind ourselves not to be carried
away and not only rely on the suggestions.” The implications of this
feedback and the limitations of using a transcript-based approach
for usability analysis are discussed further in Section 6.2.1.

6 DISCUSSION

We conducted a user study to assess the effectiveness of proac-
tive CAs in assisting UX evaluators in identifying usability issues
efficiently. Our findings indicate that when the UX assistant pro-
vided suggestions after the appearance of potential issues, there
was a significant improvement in efficiency, trust, and overall user
preference. Additionally, we analyzed the evaluators’ responses
and their level of agreement with the automatic suggestions. In
the following section, we discuss the implications of our findings
regarding the timing and functionality of automatic suggestions,
and the perception of AI capability.

6.1 Timing and Functionality of Automatic

Suggestions (rq 1.a & rq 1.b)

Our investigation on the timing of automatic suggestions showed
that they played different roles in supporting UX evaluators depend-
ing onwhen theywere presented. If the suggestions appeared before
or in synchronous with the video segments featuring a potential
usability problem, participants perceived them as awarning to pay
more attention to the upcoming segment. On the other hand, when
the suggestions were presented after the video segment, partici-
pants viewed them as validation of their analysis. These strategies
aligned with participants’ prior experiences using AI-powered tools
for usability analysis, such as tools featuring timelines of suggested
problems [23, 24], and a Feature Panel containing icons to indicate
potential issues [78]).

The preference for the “after” condition indicates the evaluators’
inclination to use their own analytical skills before considering AI
suggestions. Participants expressed a desire to initially tackle the
task unaided, drawing on their observational skills to identify issues,
and subsequently verify whether the AI’s analysis corresponded
with their conclusions. This approach mirrors the recommended
practice of independently evaluating the usability video before
engaging in collaborative analysis with another UX evaluator to
enhance the reliability of their results [27]. Moreover, this prefer-
ence underscores participants’ engagement with their roles and
confidence in their UX knowledge, not allowing the AI to constrain
their thinking, which echoes prior findings [78]. Consequently, the
development of future human-AI collaborative decision-making
tools should prioritize empowering users to apply their knowledge
and cultivate an unbiased perspective, reinforcing the value of hu-
man expertise in the evaluative process. Given a study showing
that AI increased overall work productivity, but in particular for

novice workers with minimal impact on experienced workers [11],
it would also be interesting to explore whether the level of UX
expertise would impact evaluators’ preference for certain timing
conditions and perceived usefulness of these AI suggestions.

6.1.1 Differences in Timing Preference and Implications for Person-

alized Timing of Automatic Suggestions. We observed a clear prefer-
ence among most participants for displaying automatic suggestions
after the occurrence of a potential problem, which significantly
improved efficiency and trust ratings. However, it is worth noting
that the ideal delay duration may not be universally applicable.
For example, one participant (P4) felt that the timing of the sug-
gestion coincided with their own conclusions, while another (P10)
considered it too late. Individual differences, including analysis
speed, prior experience in UX evaluation, and expectations regard-
ing the response time of CAs, likely contributed to this variation. A
swift response time is associated with higher system quality [85],
suggesting that some participants might prefer to see suggestions
immediately after the video segment or with a delay shorter than
the 8-second interval used in our study. Prior research on CAs em-
phasized that a higher level of personalized messages enhances user
experience and adoption [1, 19, 42]. While previous work primarily
focused on content personalization, there is an intriguing opportu-
nity to customize the timing of suggestions for each UX evaluator.
For example, future tools could incorporate a slider that allows UX
evaluators to adjust the delay duration, enabling them to determine
the most efficient workflow based on their preferences. It would be
valuable to explore how evaluators adapt to different delay settings
over time to optimize their usability analysis processes.

6.2 Perception of AI Capability (rq 2.b)

In the “before” condition, we observed an interesting phenomenon
where some participants held misconceptions about the capabilities
of the UX assistant. They believed that the AI could only detect is-
sues up to the current timestamp and were puzzled by suggestions
regarding potential “future” problems. The tool unintentionally
gave the impression that the AI was working synchronously with
the participants, whereas, in reality, all potential problems were
asynchronously detected and revealed when participants reached
specific segments of the video. Although this approach led partici-
pants to feel like they were working with a colleague in real-time, it
had unintended consequences of eroding trust in the UX assistant
in the “before” condition and fostering a sense of competition with
the AI. Some participants even felt they were in competition with
the UX assistant to identify problems faster and more accurately.
This finding is consistent with a previous study that integrated ma-
chine learning-inferred usability problems into a visual analytics
tool [23]. While competition is a common element of gamification,
widely used in education contexts to encourage learning and en-
gagement [8, 75], losing a competition can have adverse effects on
user engagement and satisfaction [75]. To ensure robust results
in usability analysis, it is imperative to foster collaboration rather
than competition. AI-assisted systems designed for this purpose
should prioritize collaboration and clearly communicate to human
evaluators that they should consider the AI’s suggestions while
maintaining their own judgment and critical insights [3].
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An alternative approach for the UX assistant’s design could
involve informing participants that the AI conducts analysis asyn-
chronously and only flags decisions it is uncertain about for evalu-
ators to review, as suggested by participants in a prior study [24].
However, it is worth noting that relying on AI when it is confident
and flagging only uncertain issues reduces evaluator autonomy, as
per the 10 Levels of Automation framework [61]. The current de-
sign of providing suggestions for all usability problems falls on the
lower end of the automation framework, while recording confident
problems and flagging uncertain ones would be on the higher end.
There is an open question regarding which level of automation hu-
man evaluators would find comfortable and what impact different
levels would have on analytical performance and trust. Regardless
of the level chosen, it is essential to explore ways to facilitate the
understanding of AI capabilities effectively.

Besides the level of automation, the level of abstraction of the us-
ability problem suggestions also influenced participants’ perceived
usefulness. Some found the suggestions to be superficial, merely in-
dicating that the user had difficulty with a task. While participants
agreed that the problem occurred, they desired more detailed ex-
planations of the underlying reasons. However, adjusting the level
of abstraction might impact agreement with the suggestions. As
mentioned in Sec 5.2.2, suggestions with low agreement often had
short descriptions, causing confusion among participants. Including
more low-level and detailed descriptions could enhance clarity by
specifying which video segment the suggestion referred to, poten-
tially increasing agreement. On the flip side, prompting ChatGPT
to generate more detailed descriptions, given its known limitations
in hallucination [12, 47], raises the risk of false information since
it only had access to the transcript. This, in turn, might lower par-
ticipants’ agreement. While beyond the scope of our current focus
on suggestion timing, further research is needed to explore finer
options for suggestion content and their associated impacts.

6.2.1 Limitations of ChatGPT and Implications for Future AI Tools

for UX Analysis. In this study, we simulated a CA that could pro-
vide usability problem suggestions by providing raw transcripts to
ChatGPT and asking it to identify issues that the user may have
encountered from their verbalizations. However, many participants
expressed that the list of suggestions was not comprehensive. Our
comparison found that ChatGPT missed 58.8% of the unique usabil-
ity problems collectively identified by 24 participants. This aligns
with prior work showing that ChatGPT presented challenges when
used for complex tasks like event extraction, achieving only 51.0%
of the performance of other task-specific models [28]. Furthermore,
when used to generate personas, simulate interviews and usage
scenarios, and evaluate user experience, ChatGPT sometimes forgot
information, offered partial responses, and lacked output diversity
[47]. A recent survey of 1093 researchers revealed that their primary
concern with using AI is the potential for inaccurate or incomplete
analysis [12]. Another study found that when collaborating with
ChatGPT, UX designers reported feeling less actively engaged in
the task and displayed lower ownership of the results [17]. These
findings highlight the risks associated with using ChatGPT for
high-level UX evaluations, which may be exacerbated for less expe-
rienced researchers, potentially resulting in misleading conclusions
and biased decision-making [12]. Thus, despite its advantages, AI

tools should be viewed as complements to human creativity and
expertise rather than replacements [2]. Our findings underscore the
importance of human expertise in the usability analysis process,
which involves observing user actions and verbalizations, under-
standing context, and synthesizing information to determine the
presence of usability problems [13].

While human expertise is indispensable, future AI tools can be
enhanced to offer better support to UX evaluators, such as generat-
ing more comprehensive lists of usability problems and providing
guidelines for usage. For example, instead of relying on text-based
information, future AI-powered assistants should strive to incorpo-
rate multimodal information from usability test videos and improve
contextual understanding. This could involve incorporating capa-
bilities such as emotion detection based on facial expressions (e.g.,
[14, 40]) or speech analysis (e.g., [37, 38]). These tools could include
a disclaimer for its known limitations and provide guidelines for
usage, such as stating that it is best suited as an assistant that can
speed up some research activities but the information provided by
the tool should be validated by human evaluators [7].

6.3 Limitations and Future Work

Our research has effectively employed a proactive CA to augment
UX analysis. However, we employed a Wizard of Oz design for
handling participant questions, with a human moderator acting as
the UX assistant. While this design introduced noticeable delays, it
also enabled responses that circumvented the constraints associated
with transcript-based analysis. In forthcoming research, it would
be valuable to explore alternative methods that can create more
realistic scenarios involving CAs.

Throughout the study, participants analyzed three videos, each
with a duration of 6 to 8 minutes. Longer videos would naturally
generate more automatic suggestions and messages, potentially
making chat window scrolling and navigation cumbersome, partic-
ularly when clicking on a suggestion to access a specific timestamp.
Thus, future studies should prioritize scalable designs capable of
accommodating longer usability videos. Additionally, a longitudi-
nal study would provide valuable insights into how UX evaluators’
behavior and attitudes change over time. Such a study could yield
insights into how their responses to suggestions, types of questions
posed, timing preferences, and levels of trust evolve after certain
periods of interaction with the UX assistant.

While the majority of participants expressed a preference for the
“after” condition, a few conveyed that they did not find it particu-
larly beneficial. Their reasoning centered around having already
identified the problem and not perceiving the practice of double-
checking analyses as common in their workplace. This observation
aligns with prior research that indicates limited adoption of col-
laborative practices among evaluators due to the associated costs
in terms of time, resources, and effort [22, 27, 53]. Therefore, fu-
ture endeavors should aim to strike a balance between efficiency
and robustness. It is worth exploring whether the additional time
invested in confirming the presence of a problem, as opposed to
reviewing a video once, is justified.
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7 CONCLUSION

In this study, we employed a hybrid Wizard of Oz approach to gain
insights into the dynamics of UX evaluators’ interactions with a
proactive CA and the nuanced influence of suggestion timing on
their analytic performance and subjective perceptions. We dis-
covered that the timing of suggestions did not impact the number
of identified usability problems, but when suggestions appeared
after potential problems, participants reported significantly higher
levels of trust and efficiency. Participants preferred to rely on their
observational and analytical skills while using AI suggestions as a
form of validation after the problem occurred in the video. More-
over, our inquiry revealed that 77.6% of ChatGPT-generated sugges-
tions were accepted, but participants noted that these suggestions
lacked completeness. In fact, ChatGPT missed 58.8% of the total
unique problems identified by the 24 participants, highlighting the
irreplaceable role of human reasoning and expertise in usability
analysis. Building upon these observations, we proposed design con-
siderations that include providing personalized suggestion timing
and harnessing multimodal data from usability videos. In sum, this
study contributes insights into the collaborative interplay between
human evaluators and AI-driven assistance in usability analysis.
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A APPENDIX

Table 5: List of usability problem suggestions generated by

ChatGPT and its corresponding percentage agreement from

participants

Product Start End Problem Suggestions %

Agree-

ment

Museum
Website

0:44 1:25 The user had difficulty finding the
Butterfly Garden admission section.

100%

2:14 2:52 The user had difficulty finding the
group admission costs for the Mu-
seum and Butterfly Garden.

87.5%

4:26 5:27 The user had difficulty adding an
adult ticket for Museum and Butter-
fly Garden admission to the cart.

100%

5:42 6:29 The user had difficulty changing the
date of the ticket.

87.5%

Food
Delivery
App

0:55 1:20 The user had difficulty finding the
"drinks" category to select classic
Coke and Sprite.

91.7%

2:26 3:01 The user had difficulty finding the
option to order full-sheet pizzas.

75%

4:44 4:58 The user was uncertain about how
to mark that they were done with
the pizza customization.

41.7%

6:11 6:42 The user had difficulty finding how
to switch from carryout to delivery
and update the delivery address.

66.7%

7:18 7:42 The user had difficulty entering the
delivery address.

37.5%

VR
Game

0:01 0:30 The user was lacking clarity on how
to select a game from the menu.

75%

0:36 1:11 The user had difficulty in under-
standing the objective of the game
due to lack of instructions.

87.5%

1:13 1:58 The user had difficulty in control-
ling the game.

33.3%

4:11 5:32 The user had difficulty in navigating
the menu.

87.5%

5:55 7:00 The user had difficulty in under-
standing game controls.

100%

Table 6: Calculations of precision and recall of ChatGPT’s

problem suggestions compared to the ground truth (Note: 𝑇𝑝
= True positives, 𝐹𝑝 = False positives, 𝐹𝑛 = False negatives)

Metric Calculations

Precision 𝑇𝑝

𝑇𝑝+𝐹𝑝 = 12
12+2 = 0.857

Recall 𝑇𝑝

𝑇𝑝+𝐹𝑛 = 12
12+5 = 0.706
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