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Figure 1: Two examples of reconstructing memorable items while preserving their interactivity: (a-1) Touching the toy Stitch
and making its head shake as in the real world, (a-2) Touching the reconstructed toy Stitch in AR to achieve similar motions as
the real world by InteRecon to reconstruct its mechanical structures, (b-1) Using a physical iPod in the real world, (b-2) Using
the reconstructed iPod to play music in AR by InteRecon to add corresponding functions to all the buttons in the interface.

Abstract
Digital capturing of memorable personal items is a key way to
archive personal memories. Although current digitization meth-
ods (e.g., photos, videos, 3D scanning) can replicate the physical
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appearance of an item, they often cannot preserve its real-world
interactivity. We present Interactive Digital Item (IDI), a concept of
reconstructing both the physical appearance and, more importantly,
the interactivity of an item. We first conducted a formative study to
understand users’ expectations of IDI, identifying key physical in-
teractivity features, including geometry, interfaces, and embedded
content of items. Informed by these findings, we developed InteRe-
con, an AR prototype enabling personal reconstruction functions for
IDI creation. An exploratory study was conducted to assess the fea-
sibility of using InteRecon and explore the potential of IDI to enrich
personal memory archives. Results show that InteRecon is feasible
for IDI creation, and the concept of IDI brings new opportunities
for augmenting personal memory archives.
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1 Introduction
Memorable personal items function as catalysts, invoking and sym-
bolizing significant locations, moments, objects, individuals, and
experiences to represent memory phases [6, 46, 74]. Humans seek
lifelong preservation of personal memory, mainly through the digi-
tization of physical content. Current digitization methods for per-
sonal memories are largely based on videos or pictures, with an
auxiliary focus on capturing textual descriptions and physical ap-
pearances of memorable items [42, 74]. However, digital copies
created by these methods are often unable to fully express the rich-
ness of memories, as they do not inherit the interactive features (e.g.,
the physical, sensory, or functional use) from the physical items.
Imagine that using your grandmother’s jam book or soup ladle occa-
sionally ignites a story yourmother told about your grandmother—a
digital copy of videos or pictures could never be used in daily life
[46]. Moreover, prior work found the stories of past memories asso-
ciated with memorable items may be ‘stumbled across’ in people’s
interactions or functional use of physical objects in the real world,
while digital photos or videos tend to be stored away and do not
become integrated into people’s real life [42, 74, 97]. Therefore, per-
sonal reconstructing the interactivity of memorable items in their
digital counterparts is valuable in facilitating personal memory
archives in people’s daily lives.

In this paper, we present Interactive Digital Item (IDI), a novel con-
cept for personal item digital reconstruction featuring the preserva-
tion of its physical interactivity. The concept of IDI extends beyond
the conventional ‘interactive 3D models’ typically created by de-
velopers or modelers. IDI includes an authoring process that is as
accessible as photo capturing, allowing non-experts to contribute to
enriching personal memory archives. We started with a formative
study to investigate users’ expectations of the essential attributes
that constitute the physical interactivity of memorable items. Two
prominent types of memorable items are proposed by participants
as most required for reconstruction - obsolete electronic devices
(e.g., music players, cassette players, game controllers) and physical
artifacts (e.g., dairies, albums, toys) - because users found the inter-
active features in these items largely convey the traces of memories.
Three design goals were devised from the study that needed to be
incorporated into IDI, in which IDI should: 1) be a reconstructed 3D
model from the physical item with similar visual properties (e.g.,

size, shape, texture) and physical properties (e.g., gravity, collisions,
motions), 2) demonstrate the original interactivity within the inter-
faces of electronic devices by activating the tangible widgets (e.g.,
pressing buttons, dragging sliders) on devices and 3) preserve the
embedded content of digital files (e.g., photos, songs, or software)
in electronic devices and the usage scenario contexts for physical
artifacts.

Based on IDI’s design goals, we implemented an AR prototype,
namely InteRecon, to support the end-user creation of IDI from
a physical item in the Mixed Reality (MR) environment. InteRe-
con provides four core functions - reconstructing 3D appearance,
adding physical transforms, reconstructing interface, and adding
embedded content - for physical interactivity reconstruction. We
conducted a two-session user study with 16 participants to under-
stand the feasibility of using InteRecon to create IDI and further
explore the participants’ experiences of using InteRecon to recon-
struct their own items, collecting feedback on the challenges and
future opportunities of IDI. Results show that InteRecon was effec-
tive and enjoyable for IDI creation, and the physical interactivity
created by participants augmented the realistic experiences of par-
ticipants. Moreover, participants also proposed that creative recon-
structions go beyond real-world interactivity, along with in-situ
and life-logging usage scenarios of IDIs, to enrich memory archives.
We make the following contributions:

• A novel concept of IDI derived from a formative study, a
digital personalized reconstruction of memorable personal
items while maintaining their physical interactivity features.

• An AR prototype, InteRecon, enables end-users to create
IDI incorporating design goals of reconstructing geometry,
interface, and embedded content.

• Potential opportunities and applications of IDI discovered
from a the user study in terms of realism creation, interactiv-
ity approaches, and customization potentials. Future avenues
are also discussed to augment the creation and usage of IDI
for enriching personal memory archives.

2 Related Work
2.1 Real-world Interactive Features of

Memorable Items
Previous research has explored the characteristics of memorable
personal items that activate recollections. Physical objects, along
with the environment or context in which a remembered activity
occurred, play an important role in how an activity is represented
in one’s memory [44, 53, 66, 81]. The tangible nature of physi-
cal objects, including elements you can visually perceive, touch,
or interact with, are important in understanding the essence of
memory activities [20, 25, 61, 68, 81]. For instance, the physical
interactions involved in an activity, such as the tools utilized, the
space it occurs in, and other physical aspects, can create enduring
memories [46]. These memories can easily resurface in everyday
life, particularly when one incidentally encounters them through
the functional use or the random interactions of a physical object
[42, 74, 97]. Broekhuijsen et al. [9] mentioned that tangible real-
world interaction such as flipping pages or arranging blocks can
improve concentration in collocated communication about memo-
ries and even stimulate collaboration in memory activities. Nunes
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et al. [68] found people favored using physical souvenirs from travel
to access photo sets, appreciating the serendipitous sharing of phys-
ical souvenirs. Banks and Sellen [3] investigated the advantages
of sharing family photographs facilitated the physical affordances
of objects (e.g., the ability to store and display images) within the
home environment, integrating them into daily routines. Addition-
ally, there is a growing focus on how physical interactions that can
open up new ways to organize and collective memories, provoke
social conversations [28, 30, 48], and support collective experiences
of reminiscence and reflection [28, 38, 48, 70, 71, 90, 99].

Although existing work has incorporated different interactive
features into personal items to improve usability and immersive-
ness, none of them has explicitly revealed the user expectations
regarding the indispensable attributes of physical interactivity for
activating personal memories. In this paper, we bridge this gap by
conducting a formative study to identify essential physical inter-
activity attributes of memorable personal items, with the goal of
reconstructing memorable personal items with interactivity inte-
grated into the digital realm to augment the preservation of personal
memories.

2.2 Digital and Physical Forms of Personal
Memory Archives

Two primitive forms of digital media used for personal memory
archives are photographs and videos. To facilitate efficient content
creation [16, 62, 84], organization [67, 80], and access [1, 4] pro-
cesses for personal memory archives, previous research has inves-
tigated novel digital designs by extending the original photographs
and video forms [22, 31, 64, 78, 105]. For example, Rewind [88] pro-
posed to associate one’s daily excursion videos with a sequence
of street-level images from self-tracked location data, aiming to
organize video contents in a geographical for better visualization
and access. Chronoscope is domestic technology leveraging tempo-
ral metadata in digital photos as a resource to encourage diverse
and open-ended experiences when revisiting one’s personal digital
photo archive [11]. Shoebox offers a digital solution for combining
the storage and display of digital images within the home environ-
ment [3].

Although the above digital capturing methods may offer visual
accuracy and immediate representational value, they often lack the
symbolic and emotional meanings inherent to physical objects as-
sociated with memory experiences [40, 47, 74]. These meanings are
essential for enhancing personal memory archives and have a last-
ing impact beyond the immediate representational value. [7, 15, 40].
Research has extensively compared the impact of physical objects
versus digital photos and videos on memory activation, consis-
tently finding a preference for physical objects [20, 24, 74]. Physical
objects, with their tangible presence, allow for direct physical inter-
action, capturing the essence of experiences more profoundly than
digital alternatives [47, 69, 72]. For instance, Petrelli et al. [74, 75]
found physical mementos are highly valued heterogeneous and
support different types of recollection compared to digital photos
and videos. Crabtree et al. [13] discovered that it is more common
for participants to actively share memories with physical items than
digital artifacts such as photos and videos when they are outside the

home. While physical items play a crucial role in triggering memo-
ries, they have disadvantages, such as fragility, degradation, and
the need for additional storage space, which increases costs [47]. To
address these challenges, digital preservation becomes important
to ensure the long-term safeguarding of these items. Despite their
importance, the interactive attributes of physical items have rarely
been considered in the digital reconstruction of memory archives.

Our work aligns with previous efforts to achieve digital longevity,
ensure the persistence of memories, and facilitate the efficient evo-
cation of memories and emotions [18]. However, unlike earlier
approaches, we enrich the concept of personal digital reconstruc-
tion by allowing end-users to integrate physical interactivity into
digitally reconstructed items. Additionally, we explore the design
space of this reconstruction process across three dimensions: ge-
ometry, interface, and embedded content.

2.3 Immersive Technologies to Facilitate
Memory Reconstruction

Memory reconstruction is a process where the user records memory
elements, archives them in digital forms, and revisits them for rec-
ollection [14, 60, 77]. Immersive technologies, typically built upon
AR and VR platforms, play an important role in assisting mem-
ory reconstruction in different stages [37, 55, 91]. Their immersive
display and interaction capabilities stand out as key advantages
for memory reconstruction, while the mobility of these devices
further enhances their utility in common memory-sharing and
communication scenarios [9, 47].

With high-fidelity 3D display technologies, AR or VR could
create more immersive and realistic representations of memories
[34, 49, 51]. They thus provide historians an invaluable tool for
the realistic reconstruction of ancient artifacts, past heritages, and
memories, giving themmore longevity within the digital realm [87].
For example, Valtolina et al. [91] and Yang et al. [101] were devoted
to reconstructing ancient sites in the form of accurate 3D models in
mixed reality, enhancing the visitors’ understanding, accessibility,
and engagement with historical narratives. Häkkilä et al. [26] lever-
aged VR to create a virtual graveyard as an accurate simulation of
the Salla graveyard as possible even with its atmosphere, providing
a deeply immersive experience for visitors.

The interaction methods offered by immersive technologies can
provide more intuitive and flexible operations for 3D content (e.g.,
models, scenarios, etc) for non-expert users[32, 96, 98]. For example,
GesturAR is an end-to-end authoring tool that supports users to
create in-situ freehand AR applications to interact with 3D con-
tents [96]. 3D content plays an important role that is augmented
for memory reconstruction by immersive technologies in prior
works. For example, Li et al. demonstrated how AR can be used
to support intergenerational memory storytelling by augmenting
photos, videos, music, and 3D models that recount past experiences
in AR [55]. Kang et al. created hybrid tangible AR souvenirs with
different input modalities of AR (e.g., hand gestures and voice) that
combine a physical firework launcher and AR models, improving
the connection between physical souvenirs and their contexts [43].
Considering the advantages of immersive technologies in terms of
high-fidelity 3D display and interaction methods aimed to augment
3D contexts, we pioneer the use of AR in reconstructing personal
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memorable items, by introducing specifically designed interactions
to achieve personalized physical interactivity reconstruction for
memory archiving.

2.4 Enriching Physical Interactivity in Virtual
Environment

Physical interactivity in virtual environments allows users to ma-
nipulate virtual objects realistically, where the virtual environment
responds to the user’s behaviors according to physical laws, such
as the effects of gravity, friction, inertia, collision dynamics, me-
chanical structures, and materials [12, 39, 100, 102]. This provides
users with more realistic and intuitive experiences in virtual envi-
ronments. Ideally, achieving the most realistic physical interactivity
requires the combined use of a powerful physics engine and fine-
grained modeling of 3D assets.

Prior works have explored automatic approaches through ML
models to infer 3D assets’ materials to model their physical dy-
namics. These methods utilize visual data from the real world to
identify materials and incorporate material-aware dynamics, en-
abling physically plausible interactions for 3D assets. For example,
PhysGaussian seamlessly integrates physically grounded Newto-
nian dynamics within 3D Gaussians to achieve high-quality motion
synthesis [100]. PhysDreamer is a physics-based approach that en-
dows static 3D objects with interactive dynamics by leveraging
the object dynamics priors learned by video generation models
[102]. VR-GS enables real-time execution with realistic dynamic re-
sponses on virtual objects by developing a physical dynamics-aware
interactive Gaussian Splatting in a VR setting [39]. These methods
require precise specification of boundary conditions or material
properties of the object to be simulated as a pre-requirement in
addition to the visual input. These boundary conditions are essen-
tially locations and magnitudes of forces, and fixed locations that
specify how the interaction will proceed [54, 100, 102]. Material
properties, such as Young’s Modulus and Poisson ratio, are also
specified. Combining this information allows the system to predict
how the object will respond to forces, i.e., stretch, compress, or even
fracture. These specifications are traditionally designed by mechan-
ical engineers, based on the model’s use case and requirements of
the simulation [100, 102]. We cannot expect end-users to have this
specialized knowledge, and thus this is outside the scope of our
work. If there are discrepancies between the simulated interactions
and the physical world, it remains difficult for end-users to make
effective edits. Processing more complex objects (e.g., objects with
mechanical structures, objects with non-uniform materials) often
requires skilled modelers or designers to manually rig models using
professional software (e.g., Blender, Maya, etc.), and to integrate
physical properties using physical engines embedded within game
engines (e.g., Unity3D and Unreal Engine) [65].

Considering that our work is aimed at end-users without spe-
cialized knowledge and addresses the need for personalized 3D
physical interaction reconstruction, our prototype first introduces
a combined manual and automated 3D assets segmentation method
[19]. Then we employ predefined physical constraints in the AR
interface to simplify and abstract the physics engine, making it
easier and accessible for users without domain expertise to cre-
ate physical interactions based on their own understanding of the

objects. As most related to our work in terms of AR functions, Ges-
turAR enables users to create interactive hand gestures for virtual
objects [96], while Ubi Edge allows end-users to customize edges on
daily objects as TUI inputs to control varied digital functions [29].
Different from their explorations on specific interactive functions,
our prototype aims to achieve a more comprehensive pipeline to
allow users to reconstruct and customize physical objects in AR
in terms of geometry, interface, and embedded content. Our pro-
totype, with its emphasis on realistic reconstruction within the
virtual environment, also provides a comprehensive description of
future user-defined interactive virtual objects, originating from the
physical world.

3 Identifying Key Interactive Attributes for
Memorable Items

We first conducted a formative study to identify the key physical
interactivity attributes of memorable items with the aim of recon-
structing interactive digital replications.

3.1 Participants and Procedure
Ten participants were recruited from a local campus (5 male, 5 fe-
male; age: avg = 25.80, std = 4.83). We conducted a semi-structured
interview to investigate participants’ expectations on the key in-
teractivity attributes of memorable personal items they wanted to
preserve in reconstruction. Each interview session took about one
hour and each participant received financial compensation based
on local standards.

After completing the consent form and demographic question-
naire, participants were asked questions on 1) the metadata (names,
creation or ownership dates, stories behind, types, etc.) of the phys-
ical memorable personal items brought by them, 2) key factors,
especially related to the real-world interactivity, that make these
memorable personal items meaningful to participants’ memories, 3)
the detailed expectations when converting the memorable personal
items to digital replications, and 4) the potential usage scenarios
of the digital replications. The participants were also asked to use
pencils and papers provided by experimenters to sketch their ideas,
especially for the detailed expectations when converting the mem-
ory artifact to a digital replication. The experimenter took field
notes and video-recorded the whole interview.

3.2 Results
We collected 1) video recordings of the interviews (10 hours in
total), 2) field notes taken by the experimenter, and 3) sketches
created in the interviews from all participants. The video recordings
were transcribed to paragraphs using a commercial ASR system
(iFLYTEK61) and checked by the research team for correctness. The
data were analyzed using the reflexive thematic analysis method
[8]. Below we summarized the interview results.

3.2.1 R1: Two prominent types of memorable personal items. Two
types of memorable personal items were frequently mentioned by
participants (N=10), which are physical artifacts (non-electronic
devices) (e.g., diaries, albums, toys, boxes to keep physical pho-
tos, cards, ornaments, artworks, etc.) and electronic devices (e.g.,
1iFLYTEK6: https://www.iflyrec.com/zhuanwenzi.html
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music players, cassette/record players, game controllers, game con-
soles, instant cameras, film cameras, etc.). Both types of memorable
personal items were mentioned to require a significant need to
reconstruct their physical interactivity features. For example, P6
mentioned, “I cherish my old MP3 player, which was my compan-
ion for several years. Unfortunately, it’s now broken. I would like to
recreate a digital copy that can also play the music from my damaged
MP3.” Our participants emphasized that these items hold value not
only because they evoke memories when seen but also because
they were used or interacted with regularly in the past. When these
items break or become obsolete, users may lose the majority of
their traces in memories.

3.2.2 R2: Physical traces and transformations for memorable per-
sonal items. The usage traces found on memorable personal items
revealed the past interactions between the artifact and the owner.
The personal traces also represent the ownership of the memory
artifact and distinguish the objects with personal memories from
brand-new ones. Most participants (N=9) mentioned that scratches
and traces of wear and tear on mementos can swiftly trigger asso-
ciated memories. For instance, a scratch might symbolize “a past
misuse” (P1), and the traces of wear and tear could indicate a fre-
quently used part of the object.

For physical artifacts, transformations triggered by motions also
contribute to making them more distinct and memorable, such as
“adjusting a Transformer’s arms to change its pose” (P8), “loading a
toy gun” (P2), or “touching the wind chime to make it sway” (P9),
and so on. When discussing digital replicas, participants wanted
these copies to maintain the ability to undergo transformations
through gestures or motions, emphasizing that “digital versions
should preserve physical interaction like their real counterparts instead
of being static displays in museums.” (P9).

3.2.3 R3: Distinct Interfaces of memorable personal items. Special
and vintage interfaces of electronic devices (e.g., music players,
cassette/ record players, game controllers, game consoles, instant
cameras, film cameras, etc.) were also mentioned to enhance the
concreteness and tangibility of personal memories. Participants
tend to reminisce about the distinct ways of engagement and the
interface design of vintage electronic devices, together with their
interactions with the tangible widgets like “gaming console direc-
tional pads” (P10), “vintage record player sliders and knobs” (P1), and
“distinctive music player buttons” (P3). However, with the advent of
more advanced technologies like smartphones, these physical wid-
gets and their interface designs may become obsolete. P3 observed
that “encountering older TVs, which allow channel switching through
a rotatable knob, has become increasingly rare.” Furthermore, these
widgets are often triggered by their internal mechanical structures
prone to damage, “making them easily breakable” (P2, P3, P8). For
these reasons, the participants stressed the crucial importance of
preserving the unique interfaces of electronic devices.

3.2.4 R4: Embedded content of memorable personal items. The em-
bedded content of memorable personal items was viewed as cher-
ished assets by participants and needed digital preservation. For
artifacts of electronic devices, songs in music players, video games
and software in-game consoles, and old photos in a film camera,
were mentioned by almost all participants to be the important part

of their memory. However, the continuous iteration and updates of
devices have made it challenging to “access these older contents on
newer devices.” (P1). If the old devices were accidentally damaged,
“these contents might become permanently inaccessible. ” (P6). For
physical artifacts, the embedded content included contextual details
that evoke and symbolize significant places, times, things, people,
and experiences, such as “the game mechanics of card games” (P6),
“the rules of using a Kendo sword 2” (P2) and “the usage scenario
of a wooden table” (P3). For example, P3 mentioned, “Every time
I see the table, I’m reminded of the experiences from my first year
at university.”. Seven participants expressed the desire to incorpo-
rate the embedded content into the mementos’ digital copies. This
preference arises from the vulnerability of such content to loss and
its often implicit nature (e.g., the contextual details of an ancient
sword), which poses challenges to its long-term preservation and
accessibility.

3.3 Summary
The formative study uncovers participants’ expectations regarding
the key physical interactivity attributes of memorable personal
items when creating their digital counterparts. Physical artifacts
and electronic devices emerge as two significant types of memorable
personal items that are instrumental in evoking personal memories.
Participants noted that the physical traces and transformations sym-
bolized the memorable personal items’ uniqueness, linking them
closely to personal memories. Preserving the unique and vintage
interfaces of older electronic devices is essential for reinforcing the
memories’ concreteness and tangibility. Furthermore, the embed-
ded content is highly valued by participants and crucial for digital
reconstruction. Overall, the findings suggest the need to explore
user-oriented and memory-evoked digital replications of memo-
rable personal items, emphasizing their physical interactivity.

4 Designing and Prototyping Interactive Digital
Items

Motivated by the findings of our formative study, we recognize the
key attributes of interactivity that should be integrated into digital
reconstructions of memorable personal items. Thus, we define and
elaborate on the concept of Interactive Digital Item (IDI) as digital
reconstructions with physical interactivity features. We proceed
to outline the expected features of IDI and introduce InteRecon,
a user-oriented prototype designed for creating IDI. InteRecon is
designed to cater to individual end-users who have been identified
as the most significant users of personal memory archives and
extensions. Target items for reconstruction should be cherished
physical mementos capable of evoking personal memories [41, 47,
57]. IDI emphasizes digitally inheriting the physical interactivity
from its physical counterparts to enhance the efficacy of digital
reconstructions in presenting personal memories.

4.1 Concepts and Design Goals
Based on our formative study, we have formulated three Design
Goals to delineate the physical interactivity of IDI to be recon-
structed in the digital realm.

2Kendo: https://en.wikipedia.org/wiki/Kendo
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4.1.1 DG1: Reconstructing Geometry. IDI should reconstruct
geometric properties to accurately mirror the entire physical ap-
pearance and transformations of its real-world counterparts (R2). In
this case, we propose that IDI should feature a 3D model faithfully
replicating the entire physical appearance (R2) while also emulating
the physical properties, such as gravity and collisions. Furthermore,
for complex physical artifacts connected by joints (R1), IDI should
enable interaction through natural hand movements (e.g., pushing,
pulling, manipulating finger joints, etc.) to create realistic motion
transformations, including movement and rotation, aligning with
the item’s joint mechanism.

4.1.2 DG2: Reconstructing Interface. For electronic devices,
IDI should reconstruct the interfaces of its physical counterpart
(R3), including the tangible widgets along with the internal pro-
grams (e.g., the functions or effects triggered by certain physical
operations) on these devices. When users interact with these vir-
tual tangible widgets (e.g., pressing buttons, dragging sliders, etc.),
IDI should replicate analogous effects in the virtual interface (e.g.,
switching to the next song in an MP3 player, moving avatars in a
gaming console, etc.) mirroring real-world interactions.

4.1.3 DG3: Reconstructing Embedded Content. IDI should
also preserve the content stored or embedded within the item. For
electronic devices, digital content, such as songs, photos, movies,
and games, stored in the devices need to be reconstructed. For
physical items, the embedded content could be the contextual in-
formation (e.g., usage scenarios, associated individuals, and related
stories, etc.) in the form of notes, photos, or videos. Users should
be able to access and associate this content with IDI. For example,
consider a bicycle with a scratched frame; in such cases, users can
annotate the scratch with a brief note describing the incident that
caused the scratch, and users can also give general comments on
the bicycle (e.g., the history, interesting events, etc.). As validated
by our formative study (R4), reproducing the content and making it
accessible in IDI could be instrumental for both functional integrity
and memory preservation.

4.2 InteRecon: An Prototypical Application for
IDI Creation

We designed InteRecon, an AR application for end-users to create
IDI for the interactivity-aware reconstruction of memorable per-
sonal items. InteRecon features four functions corresponding to the
above design goals.

4.2.1 Function 1: Reconstructing 3D Appearance. To support faith-
fully capturing the physical appearances for IDI (DG1), we devel-
oped a mobile application to enable users to reconstruct the 3D
model of the target object through 3D scanning. The Fig. 2 illus-
trated the entire scanning process. First, the user needs to open the
application and point it at the target object. An automatic bounding
box with the length, width, and height of the object is generated
before capturing. Then the user can move the mobile phone slowly
to circle around the object while the application automatically cap-
tures the right image for reconstruction. The app provided visual
guidance on regions where the algorithm needs more images, along
with additional feedback messages to help the user capture the
best quality shots. After finishing one orbit, the user can flip the

object to capture the bottom. Once scanning for three orbits (front,
side, and bottom surface of the bounding box) is completed, the
application will proceed to the reconstruction stage, which runs
locally on the mobile device. A 3D reconstructed model will be
ready for further use.

Figure 2: The interactive process for reconstructing 3D ap-
pearance. (1) The user opens the application and points it
at the target object. (2) An automatic bounding box is gener-
ated around the target object in the application interface. (3)
Circle around the object with visual guidance on regions to
capture more images. (4) A 3D reconstructed model is ready
for further use.

4.2.2 Function 2: Adding Physical Transforms. As proposed byDG1,
a further step to realize interactivity reconstruction should focus
on the modeling physical dynamics and mechanical properties
despite static appearances. This allows users to segment the mesh
reconstructed from the first function and apply physical constraints
to these segments, simulating the object’s physical dynamics and
mechanical properties. Under these constraints, when the model is
directly touched by hands, its segments will respond just as they
would in the real world. A two-stage pipeline is devised to achieve
this function, as illustrated in Fig. 3. First, the user should segment
the model to get it prepared to apply the physical constraints on
it. To achieve mesh segmentation, a segmenting plane is provided
by InteRecon in AR to support the user in breaking down the
mesh model along the plane, as is shown in Fig. 3(b). The user can
use their hands to adjust the size, the rotation, and the location
of the plane to better match the potential segment position on
the mesh. Alternatively, we also incorporated an unsupervised
automatic segmentation approach, inspired by Style2Fab [19]. This
segmentation method is based on spectral segmentation, which
leverages the mesh geometry to predict a mesh-specific number
of segments. Users can choose to either segment by providing the
planes in AR, or use the automatic segmentation method.

After acquiring a segmented model in AR, the user could move
on to the second stage to further map the physical joints to IDI
to simulate the mechanical transforms on the item. To help the
user rapidly map the joints, pre-defined mechanical structures of
joints [5] were implemented in the application, as is shown in
the Appendix Table 3 and their virtual representation in Fig. 3(c).
Each of the virtual joints includes two cubes, indicating the relative
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Figure 3: The interactive process of adding physical transforms. (a-1,2) Segment the puppy’s model using an automatic approach.
(b-1,2) Segment the puppy model in AR by using a segmenting plane and breaking down the model’s leg along the plane. (c) Use
hands to touch the blue cube to observe the movement features of each demonstrated joint until identify one that resembles
the model’s leg. Detailed introductions to each joint are listed in Table 3, and the numbers close to each joint in the figure
correspond to the numbers in Table 3. (d) Select the ‘movable’ segment of the model (the leg) using a pinching gesture and
confirm the choice by clicking the ‘movable’ button, which is analogous when selecting the ‘base’ (the body). Press the ‘Apply’
button to apply the joint to the model’s leg and body. (e) After repeating the above processes for mapping the model’s ear joints,
shake the model’s body and generate similar motions to a real-world toy puppy’s legs and ears in AR.

movement in one degree of freedom and restricting movement in
one or more others. We also offer different resistance options for
each type of joint to accommodate various situations. For instance,
although the movement mechanism of the leg joints in soft toys and
LEGO figures is similar, the resistance in LEGO figures is greater,
which means that under the same amount of force, their range
of motion would differ. In order to illustrate relative movements
more effectively, the two cubes are distinguished by different colors,
with the grey cube representing the ‘base’ cube (non-movable) and

the blue cube representing the ‘movable’ cube (capable of motion).
The user could use their hands to touch the blue cube to observe
the relative movement features of each demonstrated joint until
they identify one that resembles the physical joint. The user could
select the ‘movable’ segment of the mesh model using a pinching
gesture and confirm their choice by clicking the ‘movable’ button,
as is shown in Fig. 3(d). This process is analogous when selecting
the ‘base’. To conclude the process, the user can click the ‘Apply’
button next to the identified virtual joint to map it onto the mesh
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Figure 4: The AR interface for the functions of reconstructing the interface and adding embedded content. (a) The ‘interface’ in
the menu includes four commonly used widget categories: ‘knob’, ‘screen’, ‘slider’, and ‘button’, and a target model category
that the user scanned by Function 1 (in this case, the TV model). Press the ‘knob’ and ‘screen’ buttons to select a knob widget
and a screen widget and attach them to the TV model to reconstruct its interface. (b) The ‘content’ includes three categories in
the menu: ‘video’, ‘audio’, and ‘picture’. Press the ‘video’ button to release the three embedded videos that users uploaded and
drag them to the TV model to import.

model. InteRecon also supports the incorporation of multiple joints
by repeating the aforementioned process.

4.2.3 Function 3: Reconstructing Interface. InteRecon enables users
to reconstruct the interfaces of electronic devices on IDI by integrat-
ing widgets to the 3D model (DG2). We illustrated the interactive
process of this function in Fig. 4(a). The user can apply Fuction 2 on
the model of an electronic device to segment the tangible widgets
from the main body of the model while defining their mechan-
ical transforms (e.g., rotations for knobs) to simulate real-world
effects of the widgets. Further, the user can edit widget models
and corresponding analogous effects to simulate certain interface
logic. They first press the ‘interface’ button to view widget cate-
gories and then select widgets from four pre-defined categories:
‘knob’, ‘screen’, ‘slider’, and ‘button’. Each category contains widget
instances corresponding to different functions in different device
models. For example, the ‘screen’ category includes two types: one
is a display that can present content such as photos and videos;
the other is a camera’s viewfinder, allowing you to see what’s be-
ing photographed. The user needs to refer to the widgets on the
physical electronic device and spawn similar virtual widgets (with
the same functionalities compared to the actual buttons) in AR by
clicking. Afterward, the user can move the position and adjust the
size of the virtual widgets to make sure they have a similar relative
position and size to their physical counterparts. The ‘attach’ but-
ton allows users to bind virtual widgets generated by InteRecon
to the model of the physical widgets. After binding, the widget
model could control the content uploaded from Function 4. The
‘invisible’ button could make the virtual widgets invisible while
preserving their functions that could be triggered in their positions
on the surface of the 3D model in AR. Thus, the user could trigger
the function on the surface of the 3D model without seeing the
virtual widgets.

4.2.4 Function 4: Adding Embedded Content. We devise a content
management system to help the user better manage the content as-
sociated with their memorable items. The user can upload different
forms of content, such as songs, videos, pictures, and texts. Then
these contents are synchronized to the ‘Content’ category in the
AR environment by our researcher. The user could select the target
content in AR and move it to a specific IDI model to incorporate
the embedded content of the item. Fig. 4 (b) shows the AR interface
of adding embedded content to an IDI model.

4.3 Implementation
We built InteRecon’s mobile applications on iPhone 14 Pro to imple-
ment InteRecon’s functions (Function 1 and Function 4) on mobile
devices. For 3D object scanning, we utilized the reality kit (Object
Capture API 3) from Apple Developer to build an app that runs on
iOS 17.0+. For the AR interface of InteRecon, we implemented on
HoloLens 2, which was connected to a PC (with an Intel i9-12900K
CPU and an RTX A6000 24G GPU) using a wireless network using
Unreal Engine Version 4.26 to handle complex geometric meshes.
We integrated the Mixed Reality Tool Kit (MRTK 4) to handle the
hand interaction and UI elements in the application.

We used UE’s built-in physical engine to implement the physical
effects such as gravity, collision, physical joints, and hand manipu-
lations, of IDI. Specifically, for the manual mesh segmentation, we
first converted the scanned mesh to a Procedural Mesh and called
the Slice Procedural Mesh method to cut the mesh with a hand-
held cut plane at runtime. Segmented meshes were stored both
as an array of Procedural Mesh in the UE program with further
physical operations enabled and as static mesh copies in the disk.
For automatic segmentation, we use the approach from Style2Fab
[19], which uses a spectral decomposition approach. It leverages
the spectral properties of a graph representation of the 3D mesh
3RealityKit: https://developer.apple.com/documentation/realitykit
4MRTK: https://github.com/microsoft/MixedReality-UXTools-Unreal
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to identify meaningful segments. By analyzing the eigenvalues
and eigenvectors of the graph’s normalized Laplacian matrix, this
technique uncovers the mesh’s inherent structure, grouping sim-
ilar vertices together to create a meaningful segmentation of the
model. "Meaningful segments" refers to portions of the mesh that
are grouped together based on their similarity or shared properties
in geometric, semantic, structural, or functional purpose. For ex-
ample, in the case of a 3D model of a human body, the model will
be divided into segments like limbs and a torso. For an articulated
structure, the object will be divided into different components that
serve specific functional purposes, such as an elastic linkage part
and a non-functional decoration part. This method doesn’t require
training and can be generalized across a wide range of 3D models.
Joint creation is enabled using the built-in physics engine of the Un-
real Engine. The hand interaction related to physical effects, such
as a slight touch on objects, is implemented by binding a collision
sphere to the tip of the finger in AR.

5 User Study
We conducted a two-session user study to understand the feasibility
of using InteRecon to create IDI and further explore the partici-
pants’ approaches to using InteRecon to reconstruct their own
items, collecting feedback on the challenges, future opportunities,
and applications of IDI.

In the first and second sessions, we invited 16 participants from
a local university campus (8 male, 8 female; age: avg = 24.13, std =
2.28). In the appending study, we recruited 10 participants through
questionnaires from the campus, aiming for a diverse mix of pro-
fessional backgrounds (4 male, 6 female; age: avg = 24.6, std = 2.5).
The participants included 2 VR developers, 2 architects, 1 fashion
designer, 1 product manager, 1 industrial designer, 1 hardware engi-
neer, 1 curator, and 1 professor. Notably, three of these participants
were re-invited from the previous two sessions. All had prior expe-
rience with using AR and VR devices with avg = 4.98, std = 1.53 on
a scale from 1 (not at all familiar) to 7 (extremely familiar). The first
two sessions took around 2 hours and the additional brainstorming
took around 1 hour. Each participant was paid an equivalent of 50
USD in local currency for compensation. The hardware configura-
tions and AR deployment employed in the study were consistent
with those detailed in Sec. 4.3. The study was conducted in our lab-
oratory and received ethical approval from the university’s ethics
review board.

Table 1: Descriptions for the atomic interactions of each func-
tion in the session one.
ID Function Interaction Steps

A Reconstructing 3D Appearance
1. Align the camera with the object and adjust the bounding box.
2. Move the camera around the object.
3. Examine and confirm the mesh.

B Adding Physical Transforms
1. Segment the model for making joints.
2. Touch the pre-designed joints and find a similar joint.
3. Apply the joints by mapping Base and Movable cubes.

C Reconstructing Interface
1. Select the category of the virtual widget.
2. Attach the virtual widgets on the model.
3. Adjust the size and the visibility of the widgets.

D Adding Embedded Content 1. Upload /edit the content with the application.
2. Import the content to the model.

Table 2: Task scripts in the session one. We employed a com-
bination of ID letters and sequence numbers from Table 1
to reference specific atomic interactions (e.g., the A1 corre-
sponds to the first atomic interaction in the ‘Reconstructing
3D Appearance’ category).
ID Task Script
T1 Scan a model of a toy Panda A1-A2-A3
T2 Reconstruct a Moon lamp IDI’s physical transforms B1-B2-B3
T3 Reconstruct a TV IDI’s interface C1-C2-C3-(D1-D2)^n

5.1 Session One: Full Functions Experiencing
The goal of this session was to assess the feasibility of utilizing
InteRecon to create the IDI within a mixed reality environment. To
achieve this, we asked participants to experience all the functions
provided by InteRecon to inspire them to propose more personal
IDIs and usages in the next session. We broke down InteRecon’s
functions described in Sec. 4.2 into one-step interactions and de-
signed scripts of one-step atomic interaction sequence for each
function, as illustrated in Table 1. We further designed three micro
IDI-creation tasks, which collectively cover all the atomic interac-
tions across the four functions. Each task was structured to progress
through a list of several atomic interactions, as outlined in Table 2.
In the case of T3 from micro-tasks, as there were multiple contents
in a TV to be added, we anticipated that the D function in Table 1
would be iterated n times for participants to reconstruct a TV IDI.
We noted this in our task scripts in Table 2. Additionally, we created
tutorials for each task, available in both the AR environment and
print format.

We first asked the participants to walk through the Hololens 2
official tutorial to learn how to navigate the user interface with
basic hand gestures. After finishing the consent form and demo-
graphic questionnaire, participants were first introduced to the
study and provided with a tutorial. They were then guided to com-
plete three tasks sequentially. Before each task, participants were
invited to interact with the relevant physical item associated with
the task. This allowed them to gain an understanding of the item’s
interactivity, such as the widgets on the TV and the joint mecha-
nism between the Moon lamp’s base and body, assisting them in
reconstructing these interactions in AR. After completing each task,
participants provided brief feedback on their InteRecon experience
and were granted a 10-minute break. The study involved two exper-
imenters: one was responsible for introducing the study and aiding
participants in tutorial comprehension, while the other monitored
participants’ Hololens views and documented the feedback for each
task. After finishing all the tasks, the participants were asked to
complete a questionnaire with Likert-type (scaled 1-7) questions
on evaluating the feasibility of InteRecon’s four functional cate-
gories. The questions with metrics employed in the questionnaire
are detailed in the Appendix Table 4.

5.2 Session Two: Free Exploration on
Prototyping Personalized IDI

The goal of this session was to investigate how participants em-
ploy InteRecon to create their own IDI in an exploratory manner
without specific tasks, aiming to obtain further feedback and ideas
on the challenges, application scenarios, and future opportunities



CHI ’25, April 26-May 1, 2025, Yokohama, Japan Li et al.

of InteRecon. We conducted a phone interview to inquire about
the types of items they were interested in reconstructing before
participants arrived for the user study. This ensured the InteRecon’s
resources, the elements within the categories of ‘geometry’, ‘inter-
face’, and ‘content’, could accommodate the potential interactivity
features of reconstructing participants’ items. Three participants
said that the items they wished to reconstruct were not at hand, so
with the assistance of our researcher, they downloaded similar 3D
models from the internet to proceed with the next steps of creating
IDI, bypassing the step of scanning the physical item. We also pro-
vided participants with items mentioned in our formative study in
case the participants had some more creative ideas to implement.
Participants were then asked to utilize InteRecon to recreate the
IDI. This exploratory session lasted approximately 30 minutes.

At this stage, participants were already familiar with InteRecon
and an experimenter was present to address any questions they
might have had. Participants were asked to “think-aloud” [92] to
express their thoughts promptly during the process. In the end, we
held in-depth interviews (30-40 minutes) with our participants re-
garding their qualitative feedback. The entire session was recorded
on video by the experimenter.

5.3 Appending Study: Gaining Design and
Usage Implications from Broader Audiences

We conducted an appending study to investigate broader designs
and applications for IDI, expanding its conceptual development
beyond personal memory archiving. Given the diverse professional
backgrounds of our participants, they were able to brainstorm po-
tential applications and utilities of IDIs in their professional con-
texts, contributing ideas on new conceptual developments for IDIs
in the future.

The experimenter introduced the concept of IDI first and show-
cased examples of IDIs created in previous sessions, providing
participants with a comprehensive overview. Following this intro-
duction, participants were asked to try using AR glasses and engage
directly with the created IDIs. The introduction and try-on took
around 30 minutes for each participant.

We then conducted semi-structured interviews with the partici-
pants, focusing on the following questions: 1) benefits of digital 3D
reconstruction for objects while preserving their physical interac-
tivity, 2) potential application scenarios for IDI of their professional
areas, 3) specific uses of IDI in professional or functional settings
(e.g., museums, education, healthcare, and travel), and 4)extensions
of the concept of IDI beyond personal memory archiving. We specif-
ically emphasized that the participants should incorporate their
professional experiences or expertise when answering questions.
The entire procedure was recorded on video by the researcher.

5.4 Results
We reported the results collected from our user study, including the
duration time of each interaction with failure cases in Session One,
the questionnaire consisting of 7-point Likert scale data regarding
the user subjective ratings for four categories of InteRecon func-
tions in Table 1, and the qualitative feedback from the interview in
Session Two. Fig. 7 illustrates examples of the reconstructed IDIs
by our participants. Except the Moon Lamp in a-1 of Fig. 7 was

Figure 5: The mean duration time of each atomic interaction
in three tasks in Session One.

created in the pre-designed task of Session One (Section 5.1), the
rest examples were created by participants in Session Two (Section
5.2). We conducted a thematic analysis with qualitative feedback
data from 16 participants. We report the overall results in Sec. 5.4.1
to assess the feasibility of the authoring workflow of using InteRe-
con to create IDI and further report the qualitative results in the
following subsections.

5.4.1 Overall Results. We recorded the mean duration time to com-
plete the atomic interaction in each task (11 data points in 3 tasks)
in Session One, resulting in 176 data points in total across 16 par-
ticipants, as illustrated in Fig. 5. For the D1 and D2 interactions,
which occurred multiple times in the task, we recorded the first
trial for each participant. The results show that the mean duration
time of every atomic interaction is within a reasonable time phrase
(under 250 seconds). Notably, A2 and B3 posed a relatively longer
duration time for users to complete. The difficulty of A2 lies in the
fact that the user needs to move the camera slowly to ensure that
enough key frames are captured to generate the reconstruction
results. Additionally, in order to capture the three orbit data of
the object (front, side, and bottom surface), the participant needs
to hold the camera and circle around the object three times. The
difficulty of B3 arises from the need to employ pinching gestures
for selecting model segments within the AR environment. Partici-
pants reported challenges in this selecting process, partly due to
lower pinching gesture accuracy. We also observed 3 failure cases
during B3 involving 3 participants and this may be attributed to
the confusion in identifying the ‘Base’ and ‘Movable’ segments of
the model. Two failure cases also occurred during the B1 operation
in Session Two, as participants attempted to cut overly complex
mesh objects in AR (e.g., having a higher number of vertices and
intricate topological structures). This complexity led to crashes in
the HoloLens system.

Participants were asked to provide their ratings towards the
four categories of functions through our questionnaire, as illus-
trated in Fig. 6. We employed five metrics: ease of use, learnability,
helpfulness, expressiveness, and non-frustration. A detailed de-
scription of each metric’s question can be found in the Appendix
Table 4. Participants found the interaction process user-friendly,



Interactive Digital Item CHI ’25, April 26-May 1, 2025, Yokohama, Japan

as reflected in the high average rating for ease of use (avg = 5.81,
std = 0.50). They expressed confidence in their ability to use the
functions, indicated by a high learnability score (avg = 5.88, std =
0.41). The scores of ‘helpfulness’ was also well received (avg = 5.55,
std = 0.52). Moreover, participants appreciated the expressiveness
of the InteRecon, giving it a high score (avg = 6.08, std = 0.42), and
they experienced minimal frustration, as shown by the rating for
non-frustration (avg = 5.94, std = 0.48). These results show that
InteRecon is effective, expressive, and user-friendly in creating IDI,
with its rich customization possibilities receiving positive feedback
from participants.

Figure 6: Average subjective rating scores for 4 categories of
functions in Table 1. The first (green), second (orange), third
(purple), and fourth (pink) columns in each cluster indicate
the score distribution across four function categories. 1 -
strongly disagree, 7 - strongly agree.

5.4.2 Physical Interactivity Created by InteRecon for Realistic Expe-
riences. All participants agreed that they were able to create the IDI
from physical items and reconstruct interactivity for them within
InteRecon in the AR environment, highlighting its “memorability”
(P1), and “digital longevity” (P4) of IDI. Additionally, with the re-
alistic interactions of IDI created by InteRecon, participants felt a
strong sense of ownership and envisioned IDIs as 3D interactive
digital assets, “more memorable than photos, vlogs, or static 3D scan-
ning items” (N=13). Participants also mentioned that IDI represents
an ‘exciting advancement’ compared to static 3D scanned digital
objects (N=15). This is because the interactivity of personal items
is entirely defined, designed, and reconstructed by the participants
themselves. It more comprehensively reflects the meaning of per-
sonal items by reconstructing how users engage with their personal
items, which are closely tied to personal memories. As a result, “a
deeper emotional connection to IDI was built” (N=10).

Interfaces and content reconstructed in IDI for electronic de-
vices is vivid and relatively authentic, facilitating access to the
original versions of files and allowing for the original interactive
input methods of the devices. It’s akin to an AR emulator of vintage
electronic devices, offering a more realistic experience than 2D em-
ulators which lack the ability to replicate physical interactions. “For
instance, a 2D emulator merely converts a physical button press into a
screen click, diminishing its authenticity. ” (P6), as he reconstructed
his Game Boy in AR in Fig. 7(b-2). After reconstructing more elec-
tronic devices (e.g., camera, music player, and DJ table) shown in
Fig. 7(b) and Fig. 1(b), participants suggested that future collections

of various iterations of electronic devices (like the diverse models
of music players and cameras) might be supplanted by their AR
counterparts, alleviating the demands on physical storage space
and financial expenses.

Geometric properties reconstructed in IDI for physical arti-
facts enhanced the enjoyment of interacting with digital replicas
of memory artifacts. Many participants (N=15) emphasized that
the reconstruction of the mechanical joints truly constituted the
impressive physical features of their toys, “turning them into more
functional and delightful digital keepsakes.” (P9). However, more
physical properties (e.g. texture, softness, opacity, etc. ) were men-
tioned by our participants to improve the realism of IDI. For exam-
ple, as Fig. 7(a-2) illustrated, P10 said “I find my toy soft and furry
texture very comforting, yet its IDI version appears stiff, reducing our
emotional connection with it.”

5.4.3 Immersive Interactions Empowered IDI creation. InteRecon
enabled various virtual and physical interactions, facilitating users
in reconstructing the physical interactivity of memory artifacts.
Within this spectrum, two types of prominent interactions were
frequently highlighted by users as significantly impacting the re-
construction experience.

Hand-object interactions in AR were considered the principal
resource of realism. Many participants (N=12) expressed their ap-
preciation for being able to use their hands to interact with virtual
objects in AR as if they were in the physical world. As P7 mentioned
in Fig. 1(a), “When I slightly touched the digital toy Stitch, its head
moved just like the real toy Stitch.” Bare-hand manipulation and its
corresponding realistic transformation effects in IDI constitute the
most important and preferable characteristic of InteRecon. Seven
participants with VR/AR experience noted that interactions sim-
ulating bare-hand physics diverge from their usual experiences
in immersive environments, which typically “involve selecting or
manipulating targets with a controller” (P12). Five participants sug-
gested further enhancements in modeling different hand parts (e.g.,
finger joints, palm or back of the hand, etc.) to facilitate more de-
tailed collisions and touch interactions with IDI. “Since interactions
between various hand surfaces and objects often result in different
components’ movements of the object in the real world” (P14), these
advancements could also increase the interaction’s realism.

Model segmentation is considered to have raised concerns due
to being overly realistic. Two different operations were provided
for users to segment 3D models, including direct segmentation in
an AR environment and segmentation using 2D software. Within
the former operation, users could witness the model being divided
into components. Many participants expressed discomfort with
this effect, describing it as cruel: “Perhaps I don’t want my toy to be
divided into parts; it looks as if it is broken. Maybe segmenting in a
2D interface could mitigate the realism, making it more acceptable to
me.” (P15). Especially “models of animals or human figures”, can feel
overly realistic and thus “cruel” (N=13)—for example, separating the
legs of a toy dog or the arms of a LEGO figure, as their IDI illustrated
in Fig. 3 and Fig. 7(a-4). Although participants expressed satisfaction
with the final effects of IDI to enable interactivity, they did not hope
the creating process was also too realistic. In contrast, segmentation
within a 2D environment does not evoke these sentiments. In 2D,
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Figure 7: Example IDIs shown in AR environment created in our user study. (a-1,2,3,4,5) IDIs of physical artifacts including
reconstructed physical joints, which could be interacted by hands and generate similar movements to the real world. (b-1,2,3)
IDIs of electronic devices, including reconstructed interface with widgets. (b-1) Reconstruct the slider for the DJ booth’s IDI:
Drag the slider to adjust its volume. (b-2) Reconstruct the screen, the buttons of on/off and directional pads for the Game Boy’s
IDI: Press the buttons to play the puzzle game. (b-3) Reconstruct the display screen, the viewfinder, and the shutter for the
camera’s IDI: By pressing the shutter button, a photo of the scene within the viewfinder is captured and displayed on the screen.

Figure 8: Two example IDIs participants created that aug-
mented with additional interactivity beyond the real world.
(a) ‘Interactive Statue’: the reconstructed violinist statue aug-
mented with its beyond real-world functions of playing mu-
sic by adding a ‘Play’ button and embedded content. (b) ‘Inter-
active Photo Album’: the reconstructed souvenir augmented
with its beyond real-world functions of displaying photos by
adding a button widget and a screen widget.

the process is perceived as “a routine operation without a sense of
realism” (P9), thereby avoiding feelings of cruelty.

5.4.4 Potentials of IDI to Enrich Memory Archives. Participants
praised the concept of IDI in terms of enriching personal memory
archives and proposed new envisioned features and scenarios to
enrich the design space of InteRecon. Participants compared the
difference between simply scanning objects and objects with au-
thoring their interactivity (N=10). They mentioned that it is similar
to the difference between photos and videos; dynamic, interactive
3D models can be more expressive in life-logging scenarios. “They
can be dynamic and offer greater potential for secondary creation
for people” (P8), and also mentioned that “the interaction between
objects, items, and people together contributes to the completeness of
memories.” (P11).

Creative interactivity beyond the real world could be created
by InteRecon. These interactions might not happen in the real
world, but InteRecon can realize them in AR. For example, for
personal items, many participants wanted to create interactions
about contextual elements associated with the memory (e.g., music,
animations, photos, etc.) to enrich the memory of the item due to
the convenience of interactivity creation by InteRecon, as shown
in Fig. 8. P4 created an IDI that could play music by pressing a
‘Play’ button for a statue of a violinist in Mexico, as illustrated
in Fig. 8(a). P4 added “When I bought this statue in Mexico, the
environmental music was always ‘Remember me.’ So, it is fantastic
for me to reconstruct the music in my memory to my virtual statue
by attaching a button.” Also, P16 developed a feature that attaches a
button widget and a screen widget to a souvenir purchased during
a trip, which is shown in Fig. 8(b). This setup is designed to display
photos from the trip, allowing for a natural recollection of travel
memories each time this IDI is accessed, combining photos and the
model. By using InteRecon, participants could conveniently create
the IDI’s interactivity beyond its physical counterpart and delineate
a more interactive virtual reconstruction that enriches personal
memory archives.

In-situ and life-logging scenarios were also proposed by our
participants, including using InteRecon to enable in-situ 3D interac-
tivity reconstruction and utilizing IDI to be a social media platform
to empower life-logging. Non-personal items or items not at hand
were proposed by participants to conduct in-situ interactivity re-
construction within InteRecon, such as “museum exhibits” (P8),
“interactive art installations encountered during travel” and “my toy
which is in my parent’s house” (P4). These items, though integral
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to their memories, are not physically transportable. By using In-
teRecon remotely, anytime and anywhere, people could get access
to their memorable items without spatial and temporal limitations,
thus extending the digital longevity of the items. Additionally, In-
teRecon was recognized as a life-logging 3D content generator. As
P5 said, “3D digital replication with interactivity offers a more vivid
representation than static 2D photos. Thus I can capture memorable
moments with my pets by incorporating interactive elements into our
digital counterparts!”. As life-logging 3D content thrives, InteRecon
has the potential to evolve into a platform for social media shar-
ing, as P5 said “like a 3D version of Instagram”, empowering the
pervasive access of 3D content.

5.4.5 Broader Conceptual Enrichment and Applications of IDI. Our
participants also shared ideas for the future applications of IDI,
enriching its conceptual framework across various professional
fields. First, IDIs can serve as instant sharing objects in both mu-
seum and educational settings. In museums, IDI can function as
an AR digital object that integrates the historical use of ancient
artifacts or brings ancient sculptures to life with dynamic anima-
tions like “making Terracotta Army of China come alive” (P3). This
interactivity can make exhibits more engaging and impressive for
visitors. In educational settings, IDI acts as a medium for instant
sharing, allowing teachers to demonstrate key mathematical and
physical concepts like “celestial movements” or visualize literary
works by incorporating interactive scenes like “realizing Harry Pot-
ter’s magic” (P2). In the medical field, doctors can develop IDIs that
provide detailed operating procedures of “cosmetic surgery, organ
transplant surgery, or traditional Chinese acupuncture” (P9). This
comprehensive presentation allows patients to gain a clearer un-
derstanding of upcoming surgeries, while also have the potential to
enable apprentice doctors to enhance their knowledge for perform-
ing these procedures. In the field of fashion design, our participants
envisioned that IDI could offer a cost-effective way to model and
experiment with materials and environments. This method allows
designers to preview how garments under various conditions that
are difficult to replicate in the physical world. As P7 noted, “I can
reconstruct my designed coat as an IDI and even see how it performs
when worn in the low gravity environment of the moon!”. Overall,
the rich interactive reconstruction and customization capabilities
of IDI make it highly applicable across various industries.

6 Discussion
6.1 Value and Challenges of Reconstructing

Interactivity in Virtual Environments
Physical items and their interactivity play an important role in hu-
man memory, serving as memory triggers and markers [9, 46, 74],
which cannot be effectively captured by photos or videos. Our user
study reveals that IDI can fill this gap, recording physical interactiv-
ity for personal items as a novel representation to enrich personal
memory. While IDI can’t fully be an exact equivalent of physical
items due to the lack of tactile aspects, it still offers a high level of
realism by preserving interactivity. With this realism enabled, IDI is
no longer a "cold and lifeless" virtual artifact. Instead, it becomes a
dynamic, cyber personal asset owned by users, fostering a stronger

emotional connection between users and virtual objects compared
to traditional recording formats like photos or videos.

Our findings also indicate that the reconstruction quality of IDI in
terms of realism, influences participants’ perceptions of ownership
over IDI. This aligns with the existing research, which has estab-
lished a connection between the quality of 3D object reconstruc-
tion and human perceptions [14, 73, 82]. For example, participants
tended to form a strong perception of ownership and connection
to IDIs (Sec. 5.4.2) when they had been reconstructed with high
fidelity, and viewed the IDI as an extension of their personal be-
longings. This perception can be enhanced by incorporating more
fine-grained reconstruction functions into InteRecon (Sec. 5.4.2).

Interactivity in the real world is multidimensional, encompassing
interactions between people, objects, and environments, forming a
non-parametric and complex structure that is difficult to describe
with existing methods [23, 27]. While IDI took the first step to iden-
tifying some interactivity features of memorable personal items,
defining, creating, and editing interactivity in broader virtual en-
vironments like the metaverse remains an open question. This
challenge not only requires technical support but also involves
context, design, and psychological considerations. Interactivity in
virtual worlds must dynamically adapt to user behavior and the
environment, potentially combining user input and machine learn-
ing to create a more flexible, natural, and user-aligned interactive
experience.

6.2 IDI Ecosystem and Application Scenarios
6.2.1 IDI as Storage and Dissemination Tool for Personal Memory
Archives. In our user study, participants showed great interest in
IDI for its potential and benefits in reconstructing personalized
content. As mentioned by some participants, the use of IDI can
be extended to represent, store, and disseminate personal memo-
ries and experiences associated with personal items. Key elements
like people, scenes, objects, and their interactions are valuable in-
formation to be recorded for high-fidelity memory preservation.
Although previous work has explored using MR to rebuild these el-
ements, such as reconstructing human figures [50], reconstructing
human-object interactions in office settings [21], and capturing key
contexts from travel [10], a unified representation form is needed
to organize all these multi-source data, where IDI could be a good
fit. Based on IDI representations, research questions about how to
reconstruct human figures in personal memories without triggering
the uncanny valley effect, how to provide more user-friendly and
editable 3D personal memory reconstruction interfaces, and how
to enable multi-user collaboration and cross-user dissemination to
enhance reconstruction are all valuable for further research.

6.2.2 Richer IDI Conceptual Extensions. While IDI is initially de-
signed to facilitate personal memory archiving, it can be extended
to become a generalized digital interactive asset across various
user groups and scenarios. Beyond personal items, users can re-
construct a wide range of objects by adhering to the IDI workflow.
The core of IDI is its focus on the interactivity of objects, a vital
concept that significantly impacts daily life. This interactivity can
encompass the characteristics, uses, and affordance of objects, as
well as richer contexts like the people, environment, and emotions
associated with the object. For example, meaningful documents or
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heirlooms’ interactivity may lie in the stories behind them about
the time, place, or people connected to them. By transforming them
into IDIs, individuals can preserve these stories anchored to the
object and extend their presence in the digital realm. Echoing past
research on sharing physical environments in broader contexts
[17, 33, 36], beyond the aim of recording personal memories, our
participants also found reconstructing interactivity meets a wider
range of user needs, such as instant and interpretable sharing, ef-
fective instruction, cost-efficient simulation, or even entertainment
(Sec. 5.4.5). With such wide-ranging applications, IDIs offer op-
portunities to form a decentralized community where users, rather
than professional modelers, can create and accumulate more per-
sonalized and interactive 3D assets in the future. While there are
some websites (e.g., sketchfab5) for experts to upload or share their
3D models, there is no existing prevalent online 3D asset platform
tailored for non-expert users. Therefore, future work can focus on
establishing such a community and on designing and implementing
systems for user-created virtual interactive 3D asset sharing and
communication.

6.3 Humane Considerations with Sentimental
Value for Digital Item Creation

We believe that developing a 3D reconstruction tool for end-users
requires providing both intuitive and humane operations. Partic-
ipants find the functions provided by InteRecon to be easy and
effortless to use, and the framework and workflow are complete
for reconstructing physical interactivity. Specifically for intuitive
operations, InteRecon realized by offering previews and templates
for users to map, while giving them editing freedom. We envision
that InteRecon should enable more intuitive operations in the fu-
ture. A good example is demonstration-based programming [59, 96],
enabling users to define an interaction by just demonstrating this
interaction. Intuitive interactions are to lower the barrier to using
InteRecon, making 3D interactive reconstruction as simple and easy
as taking a photo.

However, intuitive operations in 3D environment may cause
sentimental hurt due to its realistic effects. Since the reconstructed
object holds significant personal memories and value for users,
they may experience emotional disturbances, such as feelings of
discomfort or cruelty, while reconstructing it in a 3D environment
(Sec. 5.4.3). These feelings are particularly common during opera-
tions like segmentation, splicing, deformation, and color alteration.
Additionally, hyper-realistic or imperfectly replicated objects that
appear temporarily during the process can evoke eerie emotions.
Therefore, we believe that humane designs regarding sentimental
value should be integrated throughout the entire interactive process
of creating personal digital items.

An alternative approach of using the 2D interface for editing is
mentioned in our user study, which aligns with previous research
[63, 83] and may help reduce emotional disturbances. From this
observation, we suggest that the pre-editing process for a 3D model,
which might involve disruptive changes for 3d models, can be done
in a less immersive setting: In a 2D interface with grid lines and
toolboxes, the immersion is reduced, allowing users to focus more
on editing without the realistic sensation of harming a cherished
5sketchfab: https://sketchfab.com/feed

item. However, manipulating a 3D model in a 2D interface may
not be as intuitive as in a 3D environment. Therefore, this still
needs empirical studies to explore how to seamlessly integrate 2D
intermediary steps in the future. The goal is to provide users with
a more intuitive and also emotionally acceptable experience when
their cherished items are converted into a virtual format.

6.4 Incorporating Broader Technical
Development

InteRecon successfully captures basic physical motions and me-
chanical structures associated with a variety of physical objects.
Yet, it is imperative to broaden this scope to encompass more com-
plex and varied physical effects. For the reconstruction fidelity,
material generation models (e.g., ControlMat [93], MatFuse [94],
TileGen [106]) can be integrated to process complex material re-
construction (e.g., metal, leather, clay). As for physical transforms,
despite the capability of defining a close set of common joints, fu-
ture work could generalize to reconstruct physical deformations
and motions at different dimensions (e.g., more complex mechani-
cal structures such as pulley blocks and difference types of force
such as torque and friction) and scales (e.g., segments with different
sizes and resolutions) by incorporating advanced machine learning
models [2, 52]. For physical-based human-object interaction author-
ing, Multi-modal Large Language Model (MLLM) combined with
physics-based simulation can be integrated to automatically predict
3D objects’ interactive dynamics under forces (e.g., SimAnything
[104], DreamPhysics [35], DreamGaussian4D [79]). Thus, future
work in this area can explore interaction capabilities such as dy-
namic controlling of flexibility, exploring thermal properties of
3D models, dynamic linkages with existing objects in an environ-
ment [17, 86], etc.

InteRecon’s functions of reconstructing electronic device inter-
faces has been initially set to basic interactions within widgets such
as buttons, knobs, screens, and more mechanical triggers. To extend
the utility and applicability of InteRecon, we propose enhancing
the system to support a wider array of electrical functions and com-
ponents. This expansion would involve integrating more complex
and diverse electronic mechanisms, allowing users to simulate and
interact with a broader range of device interfaces. For instance,
incorporating touch-sensitive screens, sensor-based interactions,
and advanced control systems [45, 56, 89] could significantly en-
rich user experiences. By enabling more sophisticated electrical
interactions, users can not only recreate but also prototype new de-
vice functionalities within the InteRecon environment. This would
not only enhance the simulation fidelity but also provide a robust
platform for education, design, and prototyping activities.

6.5 Limitations
Our work took a further step in investigating interactivity-aware
reconstruction of personal items in the MR environment, but it still
has limitations that motivate potential future research directions.

Firstly, we believe integrating a more powerful physical sim-
ulation engine would improve the realism of InteRecon’s hand-
to-object interactions, including fine-grained simulation for furry
textures or soft bodies and detailed modeling of human hand joints.
Thus, the collision, touching, or other random interactions between
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hands and virtual objects will be more realistic. Furthermore, it is
noteworthy that participants encountered initial challenges when
learning to navigate the AR interface in Hololens2 by using hand
gestures for selecting models or buttons, partly due to lower pinch-
ing gesture accuracy. Therefore, a more robust hand-tracking algo-
rithm should be implemented to improve InteRecon in the future.

The creation of virtual assets (e.g., embedded content, widgets)
also potentially be augmented by AI-based generation technology
by text prompt [58, 85, 103] or image prompt [76, 95, 107]. For
example, users can leverage text or pictures to generate the corre-
sponding 3D models if they do not have the physical item at hand.
However, the trade-off between AI generation and the freedom
of user customization needs to be further explored and validated
through experiments, as personal items can contain many unique
and individualized features.

7 Conclusion
In this work, we presented the concept of Interactive Digital Item
(IDI), emphasizing the reconstruction of memorable personal items
while preserving their interactivity, which represented the design
goals of reconstructing geometry, interface, and embedded content.
IDI is built on the knowledge of a formative study we conducted
to understand the participants’ expectations on the interactivity
features of memorable personal items that wanted to be recon-
structed for digital replications. We developed an AR prototype,
InteRecon, which allows users to create and present IDI within MR
environments from physical items, including four main categories
of functions: 1) Reconstructing 3D appearance, 2) Adding physical
transforms, 3) Reconstructing interface, 4) Adding embedded con-
tent. We conducted a two-session user study to assess the feasibility
of using InteRecon to create IDI and collecting users’ feedback on
the challenges, future opportunities, and applications of IDI. We
collected quantitative and qualitative feedback and the results re-
vealed that InteRecon is effective, expressive, and enjoyable for
creating IDIs. Furthermore, the qualitative feedback illustrated that
1) IDIs brought realistic experiences with physical interactivity;
2) The immersive interactions enabled by InteRecon empowered
the IDI creation; and 3) IDIs have the potential to enrich personal
memory archives.
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Table 3: Descriptions of the pre-defined physical joint categories.

Index Name Description

1 Pivot It enables rotational movement around a single axis.
2 Ball-and-socket It offers the widest range of motion, allowing for movement in all three planes, including rotation.
3 Hinge It allows movement in one plane, similar to the way a door hinge works.
4 Condyloid It allows movement in two planes: flexion and extension, as well as abduction and adduction.
5 Plane It involves two flat surfaces that slide over each other, allowing for limited movement in multiple directions.
6 Saddle It allows angular movements similar to Condyloid joints but with a greater range of motion.

Table 4: The metrics and the questions in the questionnaire

Index Metric Question

1 Easiness to use I think this function is easy to use.
2 Learnability I think I learned this function quickly.
3 Helpfulness I think this function is helpful for realizing the IDI concept.
4 Expressiveness I think this function is able to express my thinking for reconstruction.
5 Non-frustration I think I can complete this function without frustration.
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