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Abstract
As story writing requires diverse resources, a single system combin-
ing these resources could improve personalization. We leverage the
broad capabilities of generative AI to support both more general
story writing needs and an understudied but essential aspect: re-
flection on the moral (lesson) conveyed. Through a formative study
(N=12), a user study (N=14), and external evaluation (N=19), we
designed, implemented, then studied a prototype plugin for FigJam
supporting visualization of the story structure through customiz-
able node graph editing, LLM audience impersonation (chatbot
and non-chatbot interfaces), and image and audio generative AI
features. Our findings support writers’ preference for leveraging
unique interplays of our breadth of features to satisfy shifting needs
across writing processes, from conveying a moral across audience
groups to story writing in general. We discuss how our tool design
and findings can inform model bias, personalized writing support,
and visualization research.

CCS Concepts
• Human-centered computing→ Graphical user interfaces;
Empirical studies in HCI ; •Computingmethodologies→Natural
language processing.
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1 Introduction
Recent works support the possibly superior capabilities of large lan-
guage models (LLMs), such as Generative Pre-trained Transformer
4 (GPT-4) [96], in simultaneously satisfying diverse needs during
story writing (creative writing works, such as novels): literary (e.g.,
character conversation), technical (e.g., grammar), and different
levels of creative control (ownership) [36, 51, 108, 149, 158, 163].
Though none focuses on understanding how their tool could sup-
port reflection on the moral, the lesson (e.g., “be honest”) explic-
itly stated [139] or implied [43], that a story might convey to
its audience. Many believe that an essential purpose of stories is
to convey morals that promote prosocial behavior [27, 59, 147].
Even when a story is not created with a moral in mind, the
audience might extract an unintended one [53, 122]. Concerns
for a misunderstood moral’s impact on the audience and society
[14, 19, 85, 93, 117, 118, 120, 152] warrant research on supporting
writers’ reflection on the morals potentially conveyed. As a single
interface integrating different resources could improve the writing
experience [70, 112], in line with shifting needs found across story
writing processes [51, 108], a tool could support more diverse users
by combining features supporting both reflection on a moral and
other story writing needs, by supporting story writing around a
moral, the writing of any story with consideration of the moral
potentially conveyed.

Appreciation of the moral mainly depends on the understanding
of written expression (e.g., vocabulary) and the logical relationships
between story elements (e.g., events), which both can depend on the
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Figure 1: StoryNode, our plugin for FigJam [46] (right of a), combines different story writing resources into a single system
to improve personalization for a broader user group. During a writer’s block, the writer can obtain sources of inspiration
through generative AI (GPT-4o, Dall-E 3, and Suno v3), such as character conversation (b), story completions (c), and images
and music (d). When reviewing, they can obtain feedback from the audience’s perspective (b and c). They can also visualize the
plot structure by creating a node graph (a). To differentiate between types of information (e.g., story versions and character
information), the writer can customize node and link appearance (a1) and insert generated text, image, or music. As a writer
can shift between a continuous text format and a graph format, we also facilitate conversion (e).

audience’s background [14, 94, 122, 144, 147, 157]. On top of pro-
viding the aforementioned story writing support, LLM can provide
feedback reflective of the audience through impersonation [18].
To further complement writers’ cognitive processes, other LLM
storytelling support works have explored the addition of sources of
inspiration beyond text, mainly image and audio, and interactive vi-
sualization of the plot (story event sequence) logic through a graph
(e.g., [10, 36, 108, 110, 129, 155]). Both can support understanding
of story relationships [110, 155]. Among graphs, node graphs can

support more intuitive visualization of more diverse relationships
through nodes representing different types of information and links,
their relationships [155]. Though two improvements can be made
to existing LLM-powered node graph storytelling support tools
[110, 155]. Firstly, they require integrating nodes representing dif-
ferent sub-components of story events (e.g., character and action),
which can affect clarity for more complex stories [110, 155]. Requir-
ing nodes containing descriptions of events (event nodes) alone (i.e.,
an event node graph) can be enough to support the visualization
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of logic [74], facilitate exploration of story branches, and support
conversion to the story text [31, 45]. Secondly, as data visualiza-
tion research [16, 68, 79] suggests individualized preferences for
colors and shapes, adding customization options for node/link col-
ors and shapes (e.g., rectangular nodes and solid or dashed lines)
could support visualization of more diverse relationships (e.g., event
importance).

Experiment-wise, given the potential practical relevance of com-
bining empirical evidence with theoretical knowledge expertise
[102, 103], obtaining feedback from creative writers familiar with
story writing could lead to design implications relevant to future
AI technologies as well. Moreover, since interaction and story writ-
ing needs can be influenced by one’s cultural background [51], a
culturally diverse group could lead to more generalizable insights
for more inclusive design [78]. Though existing LLM audience im-
personation or graph editing works do not focus on story writing,
creative writers, and/or their cultural diversity [18, 110, 155].

Our research question is thus: how can visualization of the plot as
a node graph augmented by node/link appearance customization, LLM
impersonation, and image and audio generative AI features facilitate
story writing around a moral? Our approach is to design, implement,
then evaluate a prototype system with creative writers of diverse
cultural backgrounds. As illustrated in Figure 2, informed by a for-
mative study and LLM model evaluation, we adapted FigJam [46],
a popular online whiteboard platform, to generative AI-powered
event node graph editing by developing StoryNode, a plugin with
LLM-powered chatbot and non-chatbot interfaces and image and
audio generation. Through a within-subject user study with 14 cre-
ative writers, we obtained insights on writers’ thinking and usage
patterns when using an LLM (FigJam/StoryNode) and a popular
non-LLM tool. Through an external evaluation of task responses
with 19 creative writers, we obtained insights from the perspective
of the audience.

Key findings suggest that writers of diverse cultures can share
the goal of conveying morals across cultures, leveraging interplays
of our breath of features. They preferred a tool combining such
features even for story writing in general, even more if the tool
selectively shows features based on needs shifting across writing
processes. While such series of feature needs can be unique, they
can be grouped into higher-level factors reflecting writing and
visualization theories.

Our contribution is thus threefold. First, we conducted a for-
mative study with 12 creative writers, identifying design needs
for leveraging graph editing and generative AI for story writing
around a moral. Second, based on these needs, we designed Sto-
ryNode1, a plugin integrating generative AI features with FigJam’s
default node/link customization. This design can readily be used for
various other cases (e.g., academic writing or collaborative story
writing) given FigJam’s availability and support for collaboration.
Third, through creative writer author (N=14) and evaluator (N=19)
feedback and observations, we present the first findings on the
interplay between factors that could influence usage patterns for a
system combining customizable graph editing and chatbot and non-
chatbot text, image, and audio generative AI features. These could
inform writer profiles for the design of tools personalizable across

1Link to GitHub repository: https://github.com/ropenstick/StoryNodePlugin

AI technologies, culturally diverse writer or audience groups, and
social dynamics (e.g., human-human collaboration) and cognitive
process research on story visualization for story writing in general.

2 Related Work
2.1 Definitions
We define stories as accounts of interconnected events (major
changes) with real or imaginary actors, “characters” [7], and cre-
ative writing as the creation of original text-based works, such
as novels, movie scripts, and interactive fiction [108]. As creative
writing skills can be developed through various formal or informal
means and there is no standard for assessing expertise, we follow
prior user study works’ example to recognize anyone who has au-
thored creative writing works (e.g., stories) as a creative writer
without categorizing their level of expertise [51, 108]. For refer-
ence, we report demographic information about creative writing
experience.

2.2 Varied Needs for Story Writing Around a
Moral

Prior work suggests that support needs found for story writing
in general can fall across four main dimensions: 1) linearity of
processes, 2) storytelling approaches, 3) sources of inspiration, and
4) audience. As stages within writing processes can build upon each
other [47], the introduction of reflection on the moral can affect
such needs to varying extents.

For 1), more general writing processes can be seen as possibly
iterative series of planning (organizing ideas and goals), translating
(turning ideas into writing), and reviewing (evaluating the work so
far) in no particular order [47], with different types of AI support
required for each (e.g., brainstorming and outlining for planning,
vocabulary and story scene description for translating, and audience
feedback for reviewing) [18, 51]. For conveying a moral, while some
storytellers might prefer to start with planning, others prefer to
start more “freely” [133], finding the message as they write [26].
Both system and study design should thus expect as much diversity
in the linearity of story writing processes with reflection on a moral.

For 2), writers might adopt different storytelling approaches
based on their focus on the key story elements, plot and charac-
ter: on the causality between events for a plot-driven approach,
the agency of characters for a character-driven one, or a balance
[143, 146]. As a moral can be understood through the plot’s progres-
sion or the evolution of the character [11, 114, 122, 146], support
needs for either storytelling approach can be present.

For 3), sources beyond text, such as image and audio, can inspire
written expression, by complementing writers’ mental imagery
[8, 40, 48, 80, 124, 146], mental representations (e.g., bits of story
scene visuals [108]) not directly triggered by external stimulus [106].
Images can also serve as visual aids for understanding the plot
progression, as seen with storyboards [30]. Thus, sources beyond
text could be complementary to reflection on a moral.

For 4), compared to more personal forms of storytelling (e.g.,
personal journaling [69]), story writing around a moral places a
greater focus on communicating values to an audience, whose un-
derstanding might differ from the writer’s due to various, possibly
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Figure 2: Overview of our work. We started by reviewing related work for story writing needs (1), which inspired the design of
an initial prototype. This was evaluated through a formative study (2). Resulting design considerations informed our selection
of a suitable LLM model (3). Both the design considerations and model selection evaluation informed the implementation of
our final prototype (4). This was evaluated through a user study (5), where creative writers completed writing tasks with it.
The task responses were evaluated through an external evaluation (6). The user study also led to findings on authors’ varied
visualization preferences (5). This inspired us to obtain preferences from a different perspective, that of evaluators (6).

overlapping factors: domain expertise, culture, and cognitive devel-
opment, sometimes associated with age [17, 67, 92, 147]. In partic-
ular, moral judgment works have mainly focused on culture [54],
finding that cultural differences, among geographic areas, religious
beliefs, and income levels for instance [54], could influence prior-
itization of different values (e.g., individual rights versus societal
obligations [25, 55, 56, 162]) and causal inferences (e.g., attributing
one’s behavior to personal traits versus contextual factors [141]).
Works have also expressed concerns over (commonly used) LLMs’
cultural biases in causing homogenization of the writing, the loss of
the author’s voice, perpetuation of stereotypes, and loss of cultural
identity [3, 18, 141]. To understand potential resulting variations in
needs, we attempt to obtain system design and evaluation feedback
from a culturally diverse participant group.

2.3 LLM Capabilities for Story Writing Around
a Moral

Many non-generative-AI works have focused on the generation
of stories centered around specific ideas [7], including the moral
of the story [1, 122]. LLM works have focused on moral reason-
ing capabilities across domains [15, 24, 44, 57, 66, 111, 123, 127],
evaluation of underlying meanings [27, 35, 57, 75, 131, 132], gen-
eration of new story content [23, 27, 88, 101, 149], impersonation
[18, 50, 82, 108], and summary generation [28, 29, 71, 107, 132],
which depends on the ability to extract underlying meanings [145].
While some have focused on generating entire stories based on
morals [84], with possibly superior performance in adapting to au-
dience preferences [159] compared to non-LLMs [122], or providing
feedback on morals [61, 145], none studies user interaction during
story writing. Such findings with a tool supporting different levels
of creative control (e.g., entire story generation to brainstorming)
could inform the design of AI interfaces more reflective of differ-
ing views on AI contribution [21], potentially addressing recurrent
concerns on homogenization [3, 51, 72].

2.4 AI and Graph Editing Creative Writing
Support

AI creative writing support works have focused on visualization
through node graphs [39, 110, 155], other visuals showing plot pro-
gression and/or character interaction over it [36, 62, 63, 86, 148],
and visuals and/or audio relevant to specific events and characters
[10, 34, 86, 108, 110, 129, 148, 155], with all generative AI works
focused on LLMs. To observe processes of varying linearity, we are
inspired by prior LLM creative writing support research [108, 110]
to not limit our study to a specific stage (e.g., planning) nor the
generative AI functionalities to specific prompts (i.e., by support-
ing freeform prompt input). To support different storytelling ap-
proaches, we complement plot visualization through an event node
graph [4, 45, 58, 65, 73, 89, 90, 104, 113, 128, 130, 151] with charac-
ter conversation through LLM impersonation, which has been
shown to support both character and related plot construction
[108, 124]. While node graph works have acknowledged shapes
and colors’ potential to augment story visualization by represent-
ing additional information [12, 31, 164] without overloading the
viewer [2], they have rarely explored how and why preferences
can vary among authors. While data visualization research not
focused on 1) story writing or 2) event node graphs have suggested
individualized preferences (e.g., [16, 22, 68, 79, 125, 140]), visualiza-
tion needs can vary based on 1) contexts, such as school subjects
[22] versus story element relationships, or 2) visual components
available, such as the use of mainly line colors to represent story
relationships in line graphs [140] instead of node and line colors.
Studying potential factors influencing preferences for node/link ap-
pearance customization for event node graphs could further inform
personalized story visualization. For sources of inspiration beyond
text, we focus on a tool combining image and audio to accommo-
date users’ technology availability [108]. We also leverage LLM
impersonation to provide feedback from the audience’s perspective,
which has rarely been done even for writing in general [18].
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3 Formative Study
We conducted a formative study to obtain additional empirical
evidence 1) on how generative AI (e.g., character/audience imper-
sonation, audio, and images) could make a creative writing support
tool with event node graph editing features more personalizable
(Section 3.4) and 2) on how writers would evaluate a story (Section
3.5), placing our focus on writing around a moral.

3.1 Participants and Procedure
Through word-of-mouth and social media, we recruited 12 cre-
ative writers (5 females and 7 males aged 19-33, average of 26.9;
anonymized as F1, F2, ...), as described in Table 1. Through ques-
tions inspired by related work [108], we collected information on
cultural, linguistic, creative writing work and education experi-
ence, and attitudes toward AI contribution, which can influence
understanding and expression of a moral [14, 20] and story writing
support needs [18, 51, 60]. While culture is made of various factors
(Section 2.2), for comparability and less privacy concerns, we follow
the example of existing AI writing support and LLM cultural bias
works [3, 51, 108, 122, 141] to collect geographic locations (mainly
countries) as proxies for cultures.

After being introduced to key concepts (i.e., moral of a story,
event node graph, and generative AI), each participant completed a
task through two different event node graph tools (2 tasks in total)
for comparison: create the outline (list of plot event descriptions)
for a story centered around a moral in an event node graph, where
each event description is 1-2 sentences long. As there seems to
be no close reference, we created our own task to balance partici-
pants’ exploration of use cases for the tools’ different features and
their availability. Specifically, to accommodate potentially diverse
writing processes (Section 2), we impose little restriction to the
writing process (e.g., writing the story or the outline first), any
other information included in the graph, time and word limits, and
branching type (i.e., branching, where the story branches out to dif-
ferent versions, like in interactive fiction, or non-branching, where
the story only has one final version, like in traditional novels). As
plots can widely vary in lengths (e.g., novel versus short story), we
do not enforce the creation of full stories. Instead, we leverage a
combination of empirical evidence, theories, and speculation, which
can also have practical relevance to design [102, 103]. Specifically,
we ask participants to describe potential use cases for their entire
processes.

Each participant was also shown prompt examples and tried
different existing text, image, and audio generation platforms. Upon
completion of the task, each participant shared their experience,
online or in person, through semi-structured interview questions
about creative writing (“According to you, what is a successful
story with a moral? How would you measure that?”) and the tool
design (“What features of the tools did you find useful for your
task?” and “How could generative AI features augment your use of
the prototype?”). Our study design, including the task design, was
first pilot-tested by 3 creative writers for the suitability of content
and length. For the data analysis, interview sessions ranged from 20
minutes to 1 hour, with additional notes obtained afterward. Each
participant was offered a compensation of about 4 USD.

3.2 Tools Studied
The event node graph tools studied are Twine [49] and a prototype
created using resources for Unity [115]. Twine [49] is an open-
source tool for creating hypertext fiction (branching narratives
made through hyperlinks) through an event-node-graph-like edit-
ing interface. Each node opens to a text editor window where the
author can mix natural language story text with code segments, to
include hyperlinks to story branches for instance. This can support
writers without much programming knowledge [45] but is the only
custom way to link nodes. Given Twine’s popularity in potential
participants’ communities and reported intuitiveness [38], we ex-
plored whether some of its features could be relevant to our design.
To diversify findings, our prototype supports drag-and-drop inter-
action for linking nodes, common among diagram software (e.g.,
draw.io [81]), and leverages color and shape customization options
(Figure 3). Originally, we intended to augment our prototype, but
writers’ feedback led to a plugin for an existing platform (Section
5).

3.3 Data Analysis
Interviews were voice-recorded, automatically transcribed,
anonymized, then manually reviewed by the same researcher who
conducted all sessions. Transcripts, written observations, and
post-session notes were then analyzed using thematic analysis
[37], an approach for finding patterns within qualitative data.
We started with the themes of “system design needs” (Section
3.4) and “system evaluation needs” (Section 3.5), given the goals
of this study (Section 3), but obtained sub-themes (e.g., “graph
editing features”) inductively. Specifically, two HCI researchers
first reviewed all data then iteratively analyzed it independently
and discussed to agree on codes and themes. For example, for
“system design needs”, the quote “[A] tool is more effective than
another [if] it makes the writing process smoother graphically.”
was associated with the code “Need for intuitive interaction for
a graph editing interface”, under the sub-theme “graph editing
features”. For “system evaluation needs”, the quote “Culture could
be important. People from Eastern versus Western cultures could
see things differently.” was associated with the code “Audience’s
cultural experience as a factor affecting understanding of a story’s
moral”.

As researchers’ cultural and professional backgrounds could have
influenced their data analysis, we disclose them for future reference.
Both researchers hold computer science degrees, have leveraged
generative AI for writing, and enjoy reading stories in different
languages. One has grown up in a Western society, received story
writing education (classes), had part-time story writing experience,
and written stories in different languages. The other has grown
up in an Eastern society and had entrepreneurial experience in
generative AI interface development.

3.4 Findings on System Design
Participant feedback suggests varying needs for the following.

3.4.1 Graph Editing Features. Participants expressed individual-
ized needs in customizing graph nodes and links, mainly shapes,
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ID Age Gender Countries Languages Professional Experience Education AI At home?
F1 30 Female CN EN FP Formal (degree) L N
F2 33 Male UK EN P Formal (workshops) S Y
F3 31 Female CN CH FP Formal (degree) S Y
F4 28 Female CN, UK EN P Formal (classes) S Y
F5 24 Male CN CN, EN P Formal (degree) L Y
F6 28 Female CN CN P Informal S Y
F7 30 Male CN CH FP Formal (classes) L Y
F8 19 Male India A, EN P Informal S N
F9 25 Male Canada, CN EN, CH P Informal S Y
F10 23 Male CN CN FP Formal (classes) E Y
F11 26 Female Canada EN, FR None Informal E Y
F12 26 Male Philippines EN P Formal (classes) S Y

Table 1: Demographic information of participants from the formative study. For “Countries”, geographical areas whose cultures
the participants “spent more time living, working, and/or studying with”, “CN” means China and “UK” United Kingdom of
Great Britain and Northern Ireland. Given possible cultural and thus LLM bias difference among the different parts of China
[141] (e.g., Mainland and Hong Kong), we record participants’ specifications when available. For “Languages” the participants
“usually write creative writing works” in, “EN” means English, “CH” Chinese, “A” Assamese, and “FR” French. For “Professional
Experience”, “F” means that the participant has had “full-time professional experience in story writing”, “P” part-time, and “FP”
both. “Education” refers to education, formal or informal (e.g., self-learning), “related to story writing”. For “AI”, “S” means
that, plagiarism concerns aside, the participant would “still feel like [they] are the author” with AI generating corrections,
improvements, or small parts they have difficulty with only, “L” large parts, and “E” the entire work based on a detailed outline.
“Y” in “At home?” means that the participant completed the tasks ‘at home’ due to availability, sharing screenshots of their
works instead of having a live session with a moderator.

Figure 3: Examples showing our formative study prototype’s GUI: a) the only view showing a formative study participant’s
event node graph, b) a zoomed-in shot of the link color and shape (e.g., solid or dashed) customization menu at the top left
corner of a), and c) a larger image of a node, whose shape and input fields are inspired by those of Twine (i.e., title at “Event”
and description). One can click anywhere to create a node then link it to another by hovering the mouse at the red cross in c)
then dragging out a link.

colors, and compositions (graph components within nodes), to dis-
tinguish different types of information (e.g., excitement level of the

event and character information). They also emphasized intuitive
interaction. While most preferred the prototype (Figure 4), they
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Figure 4: Screenshot of a participant recording partially showing Twine’s interface. As seen on the right, to link two nodes,
the user needs to type a code similar to “[[Event 2]]”, where the name of the node needs to be inside the double brackets.
Participants from our formative study preferred our prototype’s “drag-and-drop” way for linking nodes over that of Twine as
they found it more “intuitive”, less “complicated”, and “easier to get”.

mentioned the “small hotspot area” (F1) for linking the nodes (Fig-
ure 3c) and missing zoom-in/out functionalities. They preferred a
more “polished” platform, which can affect their “motivation” (F8).
F4 suggested FigJam, which received unanimous preference from
the nine who replied.

3.4.2 Generative AI Features. Participants agreed that AI gener-
ation features should produce output directly insertable into the
graph. Though they described diverse use cases. LLM use cases
mainly include feedback related to the moral based on the plot so
far through audience or character impersonation, brainstorming,
and technical writing support (e.g., grammar). For impersonation,
participants are divided between wanting a chatbot interface, as it is
more “immersive” for character conversation (F5), and an interface
showing only suggestions at specific points of a story. While some
participants believed that generated images and audio could aug-
ment their visualization of a graph, others agreed that they could be
distracting. Though even these participants would like images and
audio generation to augment visualization of an event when it is in
“full screen”, when the graph cannot be seen. Participants agreed
that examples, templates, and prompts (e.g., character personas)
would be useful.

3.4.3 Graph and Continuous Text Formats. While F5 preferred con-
tinuous text format only, others described alternating between con-
tinuous text and graph (e.g., for reviewing versus visualizing story
relationships), envisioning features supporting such conversion.

3.5 Findings on System Evaluation
Most participants assessed how well the moral is conveyed and
how well their story is written in general based on their audience’s
preferences. Commonly mentioned factors affecting audience’s
preferences include general life experience, cultural experience, and
usual story consumption preferences. Others include age, education,
and domain expertise.

3.6 Design Considerations
Our findings lead to 3 design considerations, all relevant to prior
findings related to personalization. First, in line with prior findings
on individualized preferences for data visualization [16, 22, 68, 79,
125, 140], D1) such a system should support diverse customization
options for graph nodes and links through intuitive interaction in
a “polished” GUI (Section 3.4.1). Second, in line with findings on
sources of inspiration beyond text, on different use cases between a
chatbot and a non-chatbot word-processor-like LLM interfaces, and
on improved writing experience for an interface supporting the in-
tegration of generative AI output into the content being worked on
[70, 108, 110, 112, 129, 155], D2) a system should integrate person-
alizable writing and visualization support through text (chatbot and
non-chatbot interfaces), images, and audio (Section 3.4.2). Third, in
line with needs to iterate between a graph and the story in contin-
uous text [110, 155], D3) a system should support both graph and
continuous text formats (Section 3.4.3).

For study design, based on formative study participant feedback,
observations of diverse usage patterns, and potential participant
availability, we also decided to focus on non-branching narratives
and set the length of the event node graph to 5-10 events for the
main story version that would be used for evaluation (Section 6.1.2).
To include views on writing and reading preferences affecting story
appreciation and broader definitions of cultural experience (Section
3.5), we started asking participants to report countries whose cul-
tures they “like reading and/or writing stories about” in addition
to ones whose culture(s) they “spent more time living, working,
and/or studying with” (Section 3.1).

4 LLM Selection
To inspire participants with the latest advances, we aim to choose an
LLM performing at least similarly to others in support for writing,
impersonation, and outline creation around a moral needs (Section
3). As other functionalities have been explored (Section 2), we eval-
uated LLMs for the last by recruiting 22 creative writer evaluators
of diverse cultural and creative writing experience (Table 6) to each
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answer a multiple choice questionnaire (Qualtrics [109]) compar-
ing outputs of potentially top-performing LLMs, GPT-4o [98] and
Claude 3 Opus [9], and human creative writers (as reference). Refer-
ring to prior work, formative study participants, and 3 generative
AI creative support researchers, we asked evaluators to compare
outputs between condition pairs (i.e., GPT/Claude, GPT/human,
and Claude/human) for two tasks: 1) moral extraction (i.e., choos-
ing the moral “that better corresponds to [a given] story outline”)
and 2) story outline generation based on a moral (i.e., choosing the
“better” outline). To diminish biases caused by LLM training data,
for the “[given] story outline[s]” and morals, we used 9 pairs of
“yet-to-be-published” story outlines (5-10 events; average of 133
words) and morals covering diverse genres (e.g., fantasy, science
fiction, realistic fiction/coming-of-age, horror, and mystery). For 2),
instead of asking LLMs to generate entirely new stories, we asked
them to modify the outlines as writers might prefer AI generation
that follow their own stories’ initial settings [21, 51] (Section A.2).
Given similarity (Section A.3), we chose GPT-4o. Compensation
was about 7 USD per evaluator and “yet-to-be-published” work
authors.

5 System Design
Given unanimous preferences (Section 3.4.1), we leverage FigJam’s
interface and graph editing features (D1; Section 5.1) and extend it
through a plugin (StoryNode) with generative AI (D2; Sections 5.2
and 5.3) and format conversion (D3; Section 5.2) features (Figure 1).
We designed StoryNode’s interface (e.g., input fields, prompt stor-
age, and templates) based on prior generative AI writing support
tool design works suggesting needs for greater freedom in design-
ing AI prompts and for tracking information [18, 108, 110, 112] and
formative study participants’ needs for templates (Section 3.4.2;
Figure 5). From a technical perspective, as parallel processing could
better facilitate collaboration between human and generative AI for
possibly long generation times [10], we ensured that text (GPT-4o
[98]), image (Dall-E 3 [97]), and audio (Suno v3 [135]) generation
can be requested in parallel by using different API keys. StoryN-
ode was developed in two weeks in summer 2024, mainly with
TypeScript and resources provided by the developers of FigJam
[42].

5.1 FigJam Whiteboard View
The user opens to FigJam’s whiteboard with default features for nav-
igation (e.g., zoom in or out), drag-and-drop interaction for adding
or resizing nodes/links, and node/link color and shape customiza-
tion through a toolbar and/or by selecting a node/link (Figure 1a;
D1).

5.2 StoryNode’s Edit Text View
The user can then open StoryNode (a draggable window), to its
Edit Text view. The input field (Figure 1c) supports a continuous
text format, reminiscent of common word processor interfaces. The
input field can be used for text, image, and audio generation (Figure
1c and d; D2). Text generation is triggered through a default or
user-created button (Figure 1c) that will send a prompt, possibly
containing a pointer to the input field content (Figure 5). Generated
output will then replace the input field content. The user could start

by writing some story content (e.g., events) in the input field, create
and store a button through “Modify - Edit” (Figure 5) then click it
to modify the input field content during a writer’s block (e.g., story
completion appealing to an audience group through impersonation)
or review (e.g., correct grammar or obtain audience feedback on the
moral conveyed). By selecting “Replace Content Of” then a node
(Figure 1e), the user could ‘store’ input or output in it, which could
also seem like the continuous text interface of a word processor
when zoomed in (Figure 6a). The user could also convert graph
to continuous text story content and vice versa (Figure 1e; D3)
respectively by pressing “Import Text” then selecting nodes whose
content will appear in ordered paragraphs in the input field (e.g.,
event node graph to outline) and by selecting a node shape under
“Split”, pressing “Split into widgets”, then obtaining an ordered row
of nodes containing the input field content split based on paragraphs
(Figure 6c). For continuous text stored in a single node, they could
first import it into the input field. Image and music generation takes
in only the input field content (e.g., the story so far or a specialized
prompt) then generate image and music files below (Figure 1d),
which can all be inserted into the Whiteboard view’s graph. For
audio, we leverage an existing widget, a plugin for which many
instances can be inserted into the whiteboard like a node, that takes
in the URL to the generated audio file and creates a button for
playing it [91] (Figure 6b). To mediate participants’ varying needs
for image and audio, we show user study participants (Section
6) keyboard shortcuts to zoom in or out unto a specific group of
node(s), image(s), and audio file(s) to mimic visualization in “full
screen” (Section 3.4.2).

5.3 StoryNode’s ChatBot View
By selecting “ChatBot” in the navigation menu, the user can switch
to its view (Figure 1b), where they can create different chatbot (D2)
personas (e.g., characters, audience groups, and standard chat with
an empty “Role Prompt”; Figure 5) and talk to them individually,
with the conversation history saved until manually cleared.

6 User Study
To study usage and thinking patterns, we conducted a within-
subject user study (pilot-tested by 4 creative writers of varying
AI familiarity) in less than two weeks (Section 6.1) with 14 creative
writers of diverse experience (Section 6.2) and had task responses
evaluated by 19 creative writers in about two weeks (Section 7.5)
in summer 2024.

6.1 Procedure
We planned a single user study session for each participant as
follows and as shown in Figure 7.

6.1.1 Introduction. The moderator introduces the research goals
and definitions with diverse examples (e.g., classic fables and origi-
nal samples from Section 4 for the moral of the story and blogs and
research papers for AI prompts).

6.1.2 Writing Tasks. To cover a broader range of potential usage
patterns, we study Twine’s event node creation and linking fea-
tures (no AI) alongside the FigJam/StoryNode features mentioned
in Section 5. For each condition, the participant needs to create an
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Figure 5: Screenshots of StoryNode showing input fields for storing a prompt for a non-chatbot interface (top left; accessed by
pressing “Edit” in the Edit Text view; Figure 1c) and a chatbot persona (top right; accessed through “Edit” in the ChatBot view;
Figure 1b). As illustrated (bottom), pressing a prompt button will replace any “#{content}” in its “Prompt” (“What would the
moral of the story #{content} be...”) by Edit Text’s input field content (“As she explores, she encounters...”). This is equivalent to
entering a concatenation (“What would the moral of the story “As she explores, she encounters...” be...”) into a chatbot. With
only “#{content}” in “Prompt”, the input field content can serve as the sole input for prompts used less often. Inspired by prior
work and formative study participants, StoryNode comes with example prompts (e.g., audience feedback and event suggestion),
and personas (middle top for freeform description and top right for structured based on attributes and context [18, 108]).

event node graph with 5-10 events for the main story version of a
non-branching narrative with no other restriction, including on the
creation of story versions other than the main. To diminish impact
on writing processes, we let each participant complete two pairs
of Twine-FigJam/StoryNode conditions with the order counterbal-
anced (Figure 7). To diminish biases related to personal preferences

or familiarity for the external evaluation of responses (Section 7.5),
we ask each participant to use the same audience group and moral
of the story for each pair of Twine-FigJam/StoryNode conditions.
Before the first task, the moderator introduces studied system fea-
tures with examples then lets the participant explore. During the
tasks, the participant is encouraged to think aloud.
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Figure 6: Screenshots showing different system features: a) a zoomed-in node with FigJam’s default features for changing font
type, size, and style (e.g., bold) among others (dashed line in the figure), which are reminiscent of a common word processor
interface, b) the widget that can be used like a play button for generated audio with a user-defined name (e.g., “Existential
crisis”) and connected to other nodes through links, and c) the input/output for “Split into widgets”, which can facilitate
conversion of a continuous text outline to an event node graph by taking in content in Edit Text’s input field then creating a
row of ordered nodes, each containing a paragraph, in theWhiteboard view. a) and b) are from participant responses.
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Figure 7: Flow of the user study. All participants begin with the introduction. For the writing tasks, half (P1A, P2A, ...) start with
a Twine condition where they come up with a moral and an audience then complete a FigJam/StoryNode condition with the
same moral and audience. Similarly, they then complete a FigJam/StoryNode condition and an ensuing Twine condition with
the same moral and audience. The other half of the participants (P1B, P2B, ...) complete the same condition pairs in reverse
order: FigJam/StoryNode-Twine then Twine-FigJam/StoryNode. After the tasks, all participants complete CSI questionnaires
then semi-structured interviews.

6.1.3 Post-Task Feedback. After all writing tasks, the participant
first completes a pair of Creativity Support Index (CSI) question-
naires, one for Twine and one for FigJam/StoryNode (Figure 10),
then a semi-structured interview (Table 2). A CSI questionnaire
is a survey that yields a CSI score (out of 100), which reflects a
creative support tool’s capabilities in supporting creativity for a
specific creative task the respondent participated in. For each of
the factors Expressiveness, Exploration, Enjoyment, Results Worth
Effort, Immersion, and Collaboration, the user is presented two
agreement statements (e.g., “I was able to be very creative while
doing the activity inside this system or tool.” and “ The system or
tool allowed me to be very expressive.” for “Expressiveness”) on a
10-point Likert scale, from “Highly Disagree” (1) to “Highly Agree”
(10). The sum of each rating pair is then multiplied with the user’s
ranking of the corresponding factor’s importance for the task being
completed. This importance score is the number of times the user
chose the factor in a series of pairwise comparisons between all
factors for the statement “When doing this task, it’s most important
that I’m able to...” (higher score for more importance). The sum of
all products divided by 3 is the CSI score [32]. Each participant thus
completed the factor ranking only once in total. We use CSI scores
to complement qualitative feedback and serve as future references.

6.2 Participants
Through word-of-mouth and social media, we recruited 14 creative
writers (6 females and 8 males aged 19-33, average of 27.6), as
described in Table 3. Each participant was compensated about 56
USD. Excluding breaks, 9 participants completed the experiment in
one session (day), in about 3-4 hours. The rest split it over several
days: about 1 (before third task) and 4 hours for P2A, 1 (before
second task) and 5 hours for P3A and P4A, 2.5 (interview partially
done) and 0.5 hour for P5A, and 3 (before interview) and 1 hour
for P7B. Participants took about 20 minutes to over 1 hour per task

and 0.5-1.5 hour for the interview. One researcher conducted all
sessions remotely (through video call with StoryNode sent to the
participant) or in person.

6.3 Data Analysis
Two researchers (Section 3.3) analyzed qualitative data, including
interview transcripts, written observations, and post-session notes.
Inspired by frequent suggestions of a system personalizing to user
preferences based on profiles (Section 7.1.4), they associated partic-
ipants’ use cases and justifications to factors grounded in theory
for practical relevance [102, 103], adopting both inductive and de-
ductive thematic analysis strategies (e.g., [6, 112, 126, 142]).

Specifically, the researchers first agreed on the themes “poten-
tial factors influencing usage patterns” and “potential factors in-
fluencing preferences for information presentation in an event
node graph”. After reviewing writing process and data visualiza-
tion works (Sections 2.2 and 2.4), they iterated between individually
coding, inductively to find sub-themes (factors) within the two
themes and possible new theme(s) (i.e., Section 7.1), and discussing
to reach consensus. For “potential factors influencing usage pat-
terns”, as shown in Table 4, they ultimately grouped codes based
on both factors and feature-specific sub-themes for more compre-
hensive insights on personalization to shifting needs across the
writing process [47, 51, 60], obtaining the final theme of “potential
factors influencing usage patterns across writing processes”. The
two themes on potential factors are thus made of both inductive
and deductive insights, with “story length” (Section 7.3.3) derived
inductively for information presentation.

7 Findings
We identified three themes from participant feedback: 1) benefits
and challenges of similar systems (Section 7.1), 2) potential factors
influencing usage patterns (Section 7.2), and 3) potential factors
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Category Questions
experience during the tasks “How did you use different features during your writing tasks?”
potential use cases “What features do you think would be helpful for your entire story writing process? Why?”
information presentation preferences “During the writing tasks, what node/link color(s)/shape(s) have you used? Why? How about

for a longer story?”
perceptions on impact “(How) do you think the moral(s) conveyed through a story can affect the audience and society

as a whole?” and “(How) do you think using generative AI to support the creation of stories
centered around a moral can affect society?”

Table 2: Sample questions for the semi-structured interview of the user study (Section 6.1.3).

ID Age Gender Locations Professional Experience Education
P1A 29 Male CN*, Japan, UK, US FP Formal (degree)
P1B 27 Male CN*, Germany, Japan, Singapore, UK, US P Formal (classes)
P2A 26 Male Japan, Philippines, US P Formal (classes)
P2B 32 Female CN, CN (HK), Japan, US FP Formal (degree)
P3A 28 Female CN, Japan, South Korea P Informal
P3B 30 Female CN, CN (HK) FP Formal (workshops)
P4A 19 Male CN, France, US P Informal
P4B 30 Female CN, CN (HK), Spain, Thailand FP Formal (degree)
P5A 26 Female Canada None Informal
P5B 33 Male UK P Formal (classes)
P6A 29 Male CN, CN (HK), Iceland, New Zealand, UK FP Formal (workshops)
P6B 25 Male CN, Russian Federation, US P Formal (degree)
P7A 25 Male Canada*, CN P Informal
P7B 28 Female CN FP Informal

Table 3: Demographic information of participants from the user study. For “Locations”, geographical areas whose cultures
the participants “like reading and/or writing stories about” or “spent more time living, working, and/or studying with”, “CN”
means China, “CN (HK)” Hong Kong (S.A.R. China), “UK” United Kingdom of Great Britain and Northern Ireland, and “US”
United States of America. An asterisk (“*”) indicates the location whose culture the participant specified they have been most
influenced by for the responses. Similarly to Table 1, we record the different parts of China. We use the same abbreviations for
“Professional Experience” and “Education”.

Quote Code Factor Sub-Theme Feature-Specific Sub-Theme
“[M]aybe if you’re writing char-
acter conversations, you’d use the
chatbot. [...] I’m plot-driven. I prefer
Edit Text.”

Preference for a non-chatbot inter-
face due to a plot-driven approach

storytelling approach Varied use cases for a chatbot
versus a non-chatbot interfaces
across the writing process

“I don’t really use conversation
style for writing the outline. I guess
the chat one would be more help-
ful if you’re writing the actual story.
[...] You can use the conversation
with a chatbot to write the dia-
logues for your story.”

Use of a chatbot interface for a
lower level of abstraction

level of abstraction

Table 4: A table showing examples for the thematic analysis of the user study. In the table, the two codes corresponding to
different factor sub-themes can be grouped under a single feature-specific sub-theme. The researchers realized that, when viewed
through both factors and feature-specific sub-themes, quotes from the same participant could provide more comprehensive
insights on the interplay between factors or needs across the same writer’s process [47, 51, 60].
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influencing preferences for information presentation (Section 7.3).
In line with prior work (Section 2), while participants’ usual and
experiment writing processes are generally described as iterative,
stages within such iterations can roughly be categorized as plan-
ning, translating, and reviewing - which we refer to.

7.1 Benefits and Challenges
We identified three types of benefits: for conveying a moral (Section
7.1.1), for productivity (Section 7.1.2), and for various work types
(Section 7.1.3). We also identified challenges (Section 7.1.4).

7.1.1 Support in Conveying a Moral. All participants mentioned
the potential of a successfully conveyed moral in improving em-
pathy, promoting prosocial behavior, and/or shaping society. Re-
ferring to their audience choices, not narrowed down based on
culture (Table 8), 10 participants mentioned the goal of reaching an
audience across cultures (e.g., “An effective story with a moral is
universal.” P2A and “I want it to be for a broader audience.” P7B).
All mentioned the potential of LLM impersonation in bridging the
gap between the author and the audience when conveying a moral,
with 13 focused on cultural differences. For instance, P5B explained,
“It’s hard to step outside my own cultural upbringing [...] GPT could
be a good collaborator in this way to tell me ‘insider’ knowledge
about a topic from another cultural perspective like you’d get work-
ing with another person, but it could do it for lots of perspectives
simultaneously.” For use cases, 3 participants specified creating
personalized story versions to convey the same moral to different
audience groups. All, including those who reported not usually
using graphs (5 participants; e.g., Figure 8) or obtaining feedback
from others (4 participants), observed or described iterating be-
tween graph editing and obtaining LLM feedback, mainly through
impersonation. They found the former complementary to their ex-
ploration and review of plot logic, which they considered essential
for reflection on a moral. While 13 mentioned cultural nuances in
written expression (e.g., symbolism and vocabulary), participants
were more divided for logic, with 3 believing in cultural differences
and 3, not.

7.1.2 Support for Productivity. All participants agreed that a single
system integrating customizable graph and AI (i.e., text, image,
and audio) features could improve productivity for story writing
in general, by saving time and costs spent trying to access them
individually, especially given that different stories’ writing might
require different features (as elaborated by P1A and P1B). All par-
ticipants preferred, in order, event node graphs, continuous text
outlines, and full stories for ease of communicating story relation-
ships (e.g., during review) and/or improving motivation by being
less “tiring” to look at (quoting P1B and P7B).

7.1.3 Support for Various Work Types. 11 participants agreed that
an event node graph would allow one to more clearly visualize
different branching, which could support the creation of branching
narratives (e.g., “RPG games” quoting P1B) and even non-branching
ones, by supporting exploration of alternative story versions and
morals (e.g., Figure 8). 10 participants mentioned that a graph edit-
ing system with image and audio generation features could facili-
tate storyboard creation for diverse works, such as comics, movies,
visual arts, academic works, and application interface.

7.1.4 Challenges and Opportunities. We identified three main chal-
lenges. Firstly, while all participants preferred FigJam/StoryNode’s
availability of AI and graph editing features and interaction (e.g.,
linking nodes), they preferred Twine’s “simpler” interface for spe-
cific stages. 11 participants found that seeing all features at once
like in FigJam/StoryNode could be “distracting” (e.g., “I was not
sure which feature I should start with.” P7B). For this, 8 (of the 11)
participants recommended various system features that could auto-
matically recommend features and prompts, possibly by taking in a
user profile as input to plan what the user needs at a specific event.
Secondly, for graph visualization, 3 participants expressed nuances
depending on the goal of the story writing and the type of stories.
P6B maintained that, if one is “more focused on literary expression”,
giving the full story for review is always “better”. P6A believed that
an outline or graph is more suitable for stories dependent on “logic”,
such as those around a moral and detective stories. Similarly, P3A
believed that an outline or graph might be less suitable for stories
more focused on “emotions”, like “high school romance”. Thirdly, 6
participants expressed concerns over over-reliance on AI (not fine-
tuned) for feedback on the moral of a story, 8 on cultural biases and
3 on less individualized works, which could better reach the gen-
eral public but could harm its individuality. Though no participant
mentioned any specific instance of cultural bias for the tasks (e.g., “I
haven’t encountered it yet.” P5B). Despite 13 participants admitting
the relevance to their writing goals, no participant requested LLM
feedback through prompts describing the cultural backgrounds of
audience groups (e.g., “[This] would require too much effort.” P7B).

7.2 Potential Factors Influencing Usage Patterns
Across Writing Processes

Participants described or were observed engaging in different use
cases for different features and formats (i.e., graph versus continu-
ous text) not only across their own writing processes but also be-
tween each other for similar stages of writing processes. Despite the
diversity in usage patterns across these stages, participants’ expla-
nations mainly fall under 4 potential factors: storytelling approach
(plot-driven, character-driven, or a balance), level of abstraction
(focus on a lower or a higher level, respectively from details, e.g.,
event or character background information or passages in the story
text, to relationships, e.g., between events and characters, or the
overall impression of the story), motivation (practical reasons, such
as diminished efforts and perceived practical constraints of specific
circumstances), and mental imagery types (thoughts reported to be
text and/or image for all participants) and clarity (clear or vague
thoughts). To illustrate the interplay between these factors for a
single writer’s process, we focus on a specific participant (P2A)’s
story writing process description, which more comprehensively
represents other use cases (Section 7.2.1). To illustrate how writ-
ing processes can differ, we then compare P2A’s process to others
(Section 7.2.2).

7.2.1 Example of Interplay. 1) Chatbot versus non-chatbot (Edit
Text) interfaces: for LLM use cases, P2A justified their preference
for a non-chatbot interface because they usually adopt a plot-driven
approach. They saw a chatbot interface as more suitable for “writ-
ing character conversations” (storytelling approach). Though they
mentioned including this use case for when they write specific



CHI ’25, April 26–May 01, 2025, Yokohama, Japan Qin et al.

Figure 8: Screenshot of one of P6B’s task responses. While they reported usually only using continuous text for story writing,
they described preferring a “node graph” for visualization during review of “alternative storylines”, “to clearly see the events,
and whether it’s clear to the audience”. Similarly, their graph shows various plot versions and relationships between events
(rectangular nodes), morals (triangles), and audience (diamonds, circle, elephant image, and music button at its right).

scenes in their story (lower level of abstraction). 2) AI contribu-
tion: P2A explained that they would use AI as little as possible
“because it’s [their] philosophy that when you want to create, it
should purely come out of you.” Though they were willing to use
more AI suggestions “because of the time” (circumstances affecting
motivation). Such use would be for when “images [and] text about
the scenes that [they] have in [their] head” are “a bit vague” (men-
tal imagery clarity). 3) Use of images and audio: No matter the
clarity, P2A mentioned that they would not use image nor audio
generation as inspiration. They explained that “it’s not related to
the level of control”. It could “interrupt [images they are] trying to
visualize in [their] head”. “If you look at an image, it somehow gives
you some box that your creative process should be defined by this
particular image.” For audio, they explained that it is partly because
it never “comes to [their] mind” (different mental imagery types).

Though P2A mentioned that they would use generated images “like
bookmarks” to visualize the structure of stories with “30 or 30 nodes
plus” in an event node graph because they “wouldn’t have time to
read all nodes” (circumstances affecting motivation and use case
for a higher level of abstraction). Their choice of using images over
text is because, “for specific scenes, images come to [their] mind
first” (mental imagery types). 4) Graph versus continuous text:
P2A’s usual use of event node graphs was also described as de-
pending on “the efforts of creating a graph”. Specifically, while P2A
mentioned usually using event node graphs similar to “Freytag’s
[Pyramid]” to clarify the structure of their story (mental imagery
clarity), they preferred recording initial ideas in continuous text
“likeWord” when they “don’t think it’s necessary to use some nodes”
(motivation).
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7.2.2 Variations Between Writing Processes. 1) Chatbot versus
non-chatbot (Edit Text) interfaces: 10 other participants also
preferred chatbot and non-chatbot interfaces based on their story-
telling approaches. For instance, P7B preferred “conversing with
the chatbot” impersonating their characters to “get inspiration
about the plot [and] details about specific scenes” because they
“like to use characters to construct the plot” (character-driven sto-
rytelling approach). While 4 (including P2A) out of 7 participants
who adopted a more plot-driven approach mentioned a non-chatbot
interface as more suitable (e.g., “Text Edit is more focused. ChatBot
is more divergent.” P1A), 2 participants preferred using a chatbot
for practical reasons (motivation), due to greater familiarity with
the interface (P5A) and/or preferred use of the conversation history
to track information (P4A). No matter the approach, similar to P2A,
9 participants preferred conversing with a chatbot impersonation
of their characters to write related details (level of abstraction). An
exception is P5A. They explained that, if a character talks to the
author, “it’s kind of weird” no matter the situation (storytelling
approach). 2) AI contribution: The other participants expressed
willingness to use AI if it follows their intent, does not require much
prompt engineering, and/or will not lead to others doubting the
quality of the work (e.g., “controversy related to authorship” P7B;
motivation) for inspiration or exploration when their thoughts are
described as vague and/or for validation when their thoughts are
described as clear (mental imagery clarity). 3) Use of images and
audio: Similar to P2A, 6 participants who did not think that audio
generation could inspire them justified this with the absence of au-
dio in their mind (mental imagery types). Six participants explained
their use of audio generation based on practical reasons (motiva-
tion), such as visualization for potential multimedia creative writing
works (Section 7.1.3) and/or its potential to complement (e.g., “en-
rich” P1A) their thoughts (mental imagery). For image generation,
2 participants found it distracting or complementing to images in
their head depending on the stages of their writing process (same
mental imagery type). For instance, P3A found that images would
“break the flow” of “images about story scenes” in their head when
planning/translating but could “support imagination” of such im-
ages when reviewing. Similarly, the same participant who only has
thoughts in text can find generated images distracting or comple-
menting (different mental imagery types). While P5A considered
images generally distracting “because [their] thoughts are just text”,
they admitted that they would use image generation “to write about
character descriptions” since “an image could show characteristics
[they] haven’t thought about”. Similar to P2A, 6 participants de-
scribed or were observed using images as “bookmarks” (Figure 9
caption 1). 4) Graph versus continuous text: Nine other partic-
ipants, from those who usually use graphs to those who usually
only write the story in continuous text, agreed that their use of an
event node graph depends on necessity (motivation), for organizing
their thoughts and/or for reviewing the logic of the story, and the
amount of immersion they require. For instance, P6A mentioned
using “a graph [can help] arrange thoughts”, but when they “write
something in a detailed way, [it] can break the flow” (different levels
of abstraction). The use of graph editing customization features
can also depend on circumstances (motivation), the audience (e.g.,
“I would arrange [the layout of the graph] if I have to show it to

someone.” P3A) and the length of the story. For the latter, 7 par-
ticipants who chose node/link colors and shapes “randomly” for
shorter stories would adopt a “discipline” for longer ones (quoting
P5B).

7.3 Potential Factors Influencing Preferences
for Information Presentation in an Event
Node Graph

Participants described different preferences for the customization
of node/link colors and shapes and their composition with expla-
nations falling under five potential factors: the clarity of the text
content (Section 7.3.1), other visual contrast (Section 7.3.2), the
story length (Section 7.3.3), association (Section 7.3.4), and the level
of abstraction (Section 7.3.5).

7.3.1 Clarity of the Text Content. 12 participants mentioned pre-
ferring the text layout in rectangular node shapes for writing event
descriptions (e.g., “it’s easier to read compared to other shapes”
P3B), 7 preferring only using rectangular shapes for any type of
information (e.g., “more shapes will clutter the board” P3A), and
3 preferring circular shapes as readable additions to differentiate
specific events (Figure 9 caption 3). Similarly, for colors, some men-
tioned preferring ones that ensure readability (Figure 9 caption
2).

7.3.2 Other Visual Contrast. Apart from the contrast with the text
content (Section 7.3.1), 11 participants described their preferences
as based on contrast visually between the plot events, usually main
ones, and other types of information for link shapes (e.g., “thicker”
solid lines “for main plot” and “thinner” dashed lines “for secondary
plot” because it is “visually prominent” P5A and Figure 9 caption 4),
between colors (e.g., “something that’s contrasting to the main color
of the [story] section” P2A), and between node shapes (e.g., shapes
for other information “visually different from story shapes” P5B).
Similarly, P4A preferred colors that are visually less contrasting for
what they deem to be sub-types of the same type of information.
For longer stories, they envisioned using “different colors from the
same color palette to represent different story events, [...] darker
shades for more important events.”

7.3.3 Story Length. Nine participants specified more colors and/or
shapes for longer stories to categorize a greater diversity of infor-
mation (e.g., event excitement levels, event importance, types of
endings, alternative branches, story or character background, dif-
ferent characters’ versions of the plot, and AI prompts if applicable),
with 9 preferring using more node colors, 7 link shapes (solid and
dashed), 5 link colors, and 3 node shapes.

7.3.4 Association With Specific Experiences/General Meanings.
Nine participants mentioned preferring colors and/or shapes based
on specific connections (e.g., red for “important” events because it
“reminds [them] of fire” and “danger” P1B, red and “spiky” shapes
for the same use because in “cartoons, when people get angry, they
turn red [with] spiky shapes” P4A, and no “diamond” for an event
node because it reminds them of “some kind of anchor point” P5B)
or some general meanings they could not specify the origin of (e.g.,
“I can’t exactly remember how, but I have this idea that, for solid, it’s
like the important thing; for broken lines, it’s not so important” P2A
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Figure 9: Screenshots of participant responses showing varied preferences for information presentation. 1) “Bookmarks”:
participants used images as both sources of inspiration and markers in graphs that look more like “timeline[s]” (P7B in a)
or less (P2A in b), suggesting use cases for different levels of abstraction (Section 7.2). 2) Colors for readability: participants
preferred different colors for nodes (e.g., “pale enough so you can see the text” P5A and “quite similar to the quality of the
paper, like yellow or white” P6A) and/or node group backgrounds (e.g., “some color that’s easy to look at, maybe green or
blue” (b) P2A). 3) Node shapes: while some preferred “rectangular” shapes only for events (b), others also used more circular
shapes (e.g., alternative versions (a) and “setting node” P7A (d)). While participants agreed to use other shapes less for event
nodes, they differed on using them for information they considered “important” (e.g., triangle for audience (f) for P1B) or “less
important” (e.g., diamond for title (e) for P5B). 4) Line shapes: some preferred dashed lines for relationships other than the
main story’s progression (e.g., details about a character (c) for P5B) for visual contrast (“It’s just not as solid. So it’s kind of like
there, but it could be connected to lots of things.” P5B).

or using black for “bad endings” because “black often represents
bad things have happened” P7A).

7.3.5 Level of Abstraction. Seven participants mentioned using
nodes or compositions, groups of nodes with text, image, and/or

music, to visualize content of different perceived levels of impor-
tance based on “sizes”, smaller for less importance (i.e., “things that
are not the story itself” P7A or “details” for others). Three specified
this to be visually clearer than changing node shapes.
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7.4 Creativity Support Index Results
The average CSI score for FigJam/StoryNode (81.2; range: 65.3-100.0;
standard deviation: 8.8) is larger than that of Twine (49.5; range:
22.7-83.0; standard deviation: 22.6; all scores in Figure 10). As our
data did not follow a normal distribution (by the Shapiro-Wilk test)
and our sample size is low, we conducted the Mann-Whitney U Test
to evaluate differences between overall CSI scores and all factor
scores weighted with rankings (7 statistical tests). To account for the
type I error, for each statistical test, we used a Benjamin-Hochberg
adjusted significance level of 0.0143. Results suggest significant dif-
ference between the overall CSI scores (𝑧 = −3.56095, 𝑝 = 0.00038)
and Expressiveness scores (𝑧 = −2.5501, 𝑝 = 0.01078), suggesting
that participants found FigJam/StoryNode to be respectively more
supportive of their creative process overall and of their creative
expression. Quantitatively, Expressiveness being ranked the most
important factor (Figure 10) could have led to the difference in
overall CSI scores. Qualitatively, the significant differences can be
associated with interview responses where all participants justi-
fied their preference for FigJam/StoryNode (overall CSI) with its
AI features’ capabilities in helping them be “more creative” with
their written expression (quoting P1A) and in supporting diverse
personalized use cases for written expression (e.g., for chatbot and
non-chatbot in Section 7.2; Expressiveness). Less significant differ-
ences for the other factors can be associated with more nuanced
views in the qualitative data. For instance, depending on the stages,
participants can find FigJam/StoryNode’s breadth of features more
engaging or more distracting (Section 7.1.4; Immersion). Similarly,
participants found the breadth of features more supportive of their
exploration and tracking of ideas (e.g., respectively through differ-
ent sources of inspiration and graph versus continuous text formats;
Section 7.2) and mention its potential in increasing productivity
(Section 7.1.2), but they considered prompt engineering a challenge
(Section 7.1.4; Exploration and Results Worth Effort). This can be
further supported by the fact that the only participant who rated
Twine higher (77.0 for Twine and 76.3 for FigJam/StoryNode) has
a lower weighted score for “Results Worth Effort” only, ranked as
the most important factor for them. This score can be associated
with their reported familiarity with generative AI in the interview.
The mentioned challenges for certain stages could have led to a
more nuanced assessment of overall enjoyment across entire writ-
ing processes (Enjoyment). While all recognized the potential of
sharing stories with human reviewers through event node graphs
(Section 7.1.2), 9 participants found collaboration during the task
unnecessary, giving the same Collaboration score for Twine and
FigJam/StoryNode (Collaboration).

7.5 External Evaluation
Participants created 28 pairs of Twine-FigJam/StoryNode task re-
sponses (i.e., each pair with the same moral, audience, and author;
average of 193 words per main story outline) diverse across morals
and audience life experience and reading preferences (Table 8).
Given the potential amount of resources required to find enough
evaluators from each audience group, we recruited 19 creative writ-
ers of diverse cultural and creative writing thus life and literary
experiences (Table 7) as external evaluators instead. We sent each
evaluator an online multiple-choice questionnaire (Qualtrics) made

of two parts: response quality evaluation (Section 7.5.1) and infor-
mation presentation preferences (Section 7.5.2). Evaluators are each
offered a compensation of about 14 USD.

7.5.1 Response Quality Evaluation. For each Twine-
FigJam/StoryNode response pair (anonymized, order randomized,
and fixed for readability), we asked several questions (Table 5)
to understand 1) how well the moral is conveyed overall to the
chosen audience and 2) how much LLM cultural biases might
be related to evaluation on the overall quality and different
aspects of logic (i.e., “Pacing”, “Ending”, and “Logical Path” in
Table 5) given divided opinions on cultural differences (Section
7.1.1). For each question, the evaluator could choose “similar”, the
Twine outline, or the FigJam/StoryNode outline (‘anonymized’
as “A” and “B” to diminish biases). For 1), 14 evaluators chose
FigJam/StoryNode for more comparisons, and 5, Twine. For 2), as
we found no close reference, for cultural biases, we leveraged the
Euclidean distances between different locations and GPT-4o in the
Inglehart–Welzel World Cultural Map, a commonly used mapping
of cultural values through two dimensions, traditional versus
secular and survival versus self-expression [141]. We calculated
Pearson correlation coefficients between the FigJam/StoryNode
scores (number of times FigJam/StoryNode was chosen +0.5×
number of times “similar” was chosen) of the evaluation scores and
aggregate cultural distances between GPT-4o and both evaluators
and authors. As seen in Table 5, we only found weak relationships,
suggesting little correlation between our measures of cultural
biases, each evaluator’s evaluation, and the evaluated quality
(overall and logic) of each author’s works. Pearson correlation
coefficients between the FigJam/StoryNode score for each pair for
the overall evaluation and for plot logic aspects suggest moderate
positive correlation (𝑟 (26) = 0.611 for “Pacing”, 𝑟 (26) = 0.6433
for “Ending”, and 𝑟 (26) = 0.6392 for “Logical Path”), aligning
with views on the relevance of logic for conveying a moral. More
evaluators chose FigJam/StoryNode for all questions on logic (13
for “Pacing”, 15 for “Ending”, and 15 for “Logical Path”).

7.5.2 Information Presentation Preferences. Inspired by authors’
diversity in information presentation preferences (Section 7.3), we
also asked evaluators about such preferences (Table 11). Findings
build on Section 7.3, suggesting visual cues within the same cate-
gory (e.g., color) can have opposite effects on the same viewer, by
being helpful if they reflect their preferences and distracting if not.
We found no significant pattern between evaluators’ and authors’
collected demographic information and preferences (i.e., partici-
pants with the same characteristic having the same preference).

8 Discussion
Our findings add to the literature with three main novelties: on the
use of LLM creative support for conveying a moral, on the com-
bination of previously separately studied features for supporting
individualized story writing processes in general, and on thinking
patterns behind individual preferences for an event node graph’s
appearance.

Firstly, we present findings on how an LLM creative support tool
could help writers fulfill an essential purpose of stories: conveying
a moral (Section 7.1.1 and [14, 59, 122, 147]), a previously requested
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Figure 10: Average weighted factor and overall CSI scores for Twine and FigJam/StoryNode. From left to right in the figure, the
factors are shown in order of highest to lowest average factor scores, used for ranking. An asterisk (“*”) next to a pair of scores
indicates significant difference according to theMann-Whitney U Test after correction.

Average (E) Median (E) Average (A) Average (AW) Median (A) Median (AW)
Overall -0.0519 0.0035 0.2158 -0.0577 0.1907 -0.0276
Pacing -0.0154 0.2771 0.0401 -0.2847 0.1309 -0.0918
Ending -0.074 0.0413 0.2761 -0.0959 0.3481 0.0454

Logical Path 0.0984 0.1616 0.2189 -0.0951 0.2777 0.0471
Table 5: Pearson correlation coefficients between response evaluation results and our measures of cultural biases, the averages
and medians of Euclidean distances [141] between GPT-4o and locations reported by evaluators (“E”) and authors, with
unavailable data excluded (i.e., Cuba and Israel). For authors, we calculated both unweighted values (“A”) and weighted values
(“AW”), distances of locations the author specified being most influenced by only when applicable. Response evaluation results
include FigJam/StoryNode scores for the overall expression (“Which OUTLINE would make a story that better conveys the
MORAL to the defined AUDIENCE?”) and different aspects relevant to plot logic [27] (“Which OUTLINE’s story unfolds at a
speed that feels more appropriate and balanced?” for “Pacing”, “Which OUTLINE has a more natural and earned ending as
opposed to arbitrary or abrupt?” for “Ending”, and “Which OUTLINE’s events follows a more logical path?” for “Logical Path”).
For authors, we used the sum of FigJam/StoryNode scores from both response pairs.

but still unanswered support need [10]. To prior LLMwork on story
generation based on a moral, we add insights on the complementary
roles of AI and humans [21, 64], with AIs suggesting general views

of a greater variety of audience groups and humans adding “individ-
ualized” nuances (Section 7.1.4 and [51, 105]). Such collaboration
could address recurrent concerns about social biases in humans’
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Figure 11: Results of information presentation questions answered by the external evaluators, a series of comparisons for
“Which of the following event node graphs more clearly presents the story to you?” (more in Section B.3). Starting from the
bottom, the choices for “Color” are “all the same node color and shape” (n=0), “nodes with the same shape but different colors
to represent different types of information” (n=15), “It depends. If the nodes are colored based on how I would color them, they
can help me understand the story more quickly. If the nodes are colored differently, even if there are instructions, it takes
more effort to develop understanding. So, it can be distracting.” (n=4), and “It doesn’t matter. When I look at a node graph,
colors as visual cues are irrelevant to me.” (n=0). Similarly, for “Shape”, the choices are “all the same...” (n=1), “nodes with the
same color but different shapes...” (n=10), “It depends...” (n=7), and “It doesn’t matter...” (n=1). For “Color vs Shapes”, the choices
are “nodes with the same shape but different colors...” (n=11), “nodes with the same color but different shapes...” (n=3), and “A
combination (using both colors and shapes) would be the clearest.” (n=5). For “Node Size”, the choices are “same size” (n=6) and
“smaller size for the node containing details about the event” (n=13).

and AIs’ writing [18, 27, 61, 141]. For human-AI collaboration, we
present a tool design whose capabilities for supporting written
expression, reflection on story logic, and ultimately expression of a
moral to a specific audience are grounded in theory (Section 2) and
supported by empirical data. Specifically, qualitative and quantita-
tive data suggest that not only did authors find our tool supportive
of both written expression (e.g., Expressiveness explained in Sec-
tion 7.4) and reflection on story logic (e.g., visualization through
graph editing in Sections 7.1.1 and 7.2), external evaluators also
found that outputs created with our tool can better convey the
moral to different audience groups and preferred their story logic
(Section 7.5.1). Our design could be a starting point for research
leveraging either current or future technologies [102, 103]. Given
the weight both industry and academia put on morals’ potential
impact [14, 95, 121, 144, 147], such research could focus on context-
specific criteria (e.g., a specific class’ academic rubric). To prior
work supporting the potential of LLM-powered node graph edit-
ing tools for storytelling in general [110, 155], we add nuances on
the need for graph visualization, which can depend on the overall
goal (e.g., conveying a moral in Section 7.1.4) and sub-goals at spe-
cific writing stages (e.g., motivation in Section 7.2.2.4), in line with
views on needs shifting based on higher level goals and sub-goals

[18, 47, 51]. For prior LLM writing support works, which studied
graph editing and impersonation separately [18, 77, 110, 155], our
findings (Section 7.1.1) also suggest that an interplay between im-
personation and graph editing (e.g., Figure 8) could lead to preferred
writing experience (Section 7.4) and even output (Section 7.5.1) be-
yond story writing around a moral (Section 7.1.2). Though, building
upon the LLM impersonation research [18], our findings further
suggest that prompt engineering for audience personas depends on
writing goals with nuances specific to conveying a story’s moral
across cultures (Section 7.1.1), such as the inclusion of fiction story
preferences (e.g., “interested in magical creatures”) and the absence
of culture specification (e.g., “from China”). While more specific
prompts can diminish model biases [141], writers might have dif-
ficulties creating them, as seen with lower “Results Worth Effort”
scores in Section 7.4 and participant feedback (Section 7.1.4 and
[18]). Future research could study differences in audience persona
prompts between writing goals, such as conveying a moral versus
expressing oneself in a personal journal, to inform (automated)
prompt engineering. Further research can also focus on cultural nu-
ances, possibly on how values that are more differently prioritized
[54, 153] can introduce nuances among story writers’ personas and
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morals. We discuss how our tool and study design could be lever-
aged for such research in Section 8.1.1. To explore how a tool could
accommodate shifting feature needs (e.g., between impersonation
and graph editing), research could study their interplay.

Secondly, we present findings on how an interplay between
previously separately studied features - impersonation through
chatbot and non-chatbot interfaces, graph editing, and image and
audio generation - could align with shifting needs across writing
processes [47, 51] for story writing in general (given overlapping
needs; Sections 2 and 7.1.2). Future works could further investigate
how such interplay could improve writing experience (discussed in
Section 8.1.2), mitigate the impact of biases through interface design
(discussed in Section 8.1.1), or improve writing output. Though fea-
tures’ usage patterns can be unique among writers (e.g., Section 7.2
and [21, 129]) and change with AI models’ capabilities (e.g., older
non-LLM versus recent LLM [108]). For greater comparability, we
connect such usage patterns to higher-level factors (Section 6.3),
which separately correspond to usage patterns found in prior AI
writing support works: mental imagery and storytelling approaches
for text and image generation and LLM character impersonation
[108] for example, motivation for audience impersonation [18] and
integration of AI content based on circumstances [129], and levels
of abstraction for graph visualization of relationships and AI gen-
eration for more specific story elements [110, 155]. Our findings
on the interplay between factors also complement cognitive pro-
cess research on the diversity of brain functions required for moral
of the story appreciation [94], motivation as a balance between
costs and benefits, both dependent on the audience, during writing
[60], creative support design to prevent overloading users’ working
memory by allowing them to “offload” certain information in their
environment or tools (i.e., Distributed Cognition [41]) with pref-
erences for continuous text over graph formats and conversation
history to track information for instance, variations across levels
of abstraction [47], and variations among mental imagery types,
clarity, and sources of inspiration during writing (Section 2.2). Ad-
ditionally, our findings suggest varying amounts of influence from
different factors between writers. This can be illustrated by P5A’s
consistency in the use of the same LLM chatbot interface due to
practicality (motivation) and their storytelling approach (Section
7.2.2) versus P2A’s changes between LLM interfaces due to different
levels of abstraction despite their storytelling approach (Section
7.2.1). Future research could further validate our factors with other
user groups (e.g., culturally different), different weights for different
writer profiles, and their relationships to preferences for a graph, a
continuous text outline, or the full text across evaluation criteria
(e.g., plot logic versus quality of written expression in Section 7.1.4).
As some interplays might only be observable through our breadth
of features (e.g., interplays between all features corresponding to
interplays between all four factors in Section 7.2.1), for more com-
prehensive insights, research can include our breadth of features,
ideally in a single tool [70, 112].

Thirdly, we add findings on thinking patterns behind individual
preferences for an event node graph’s node/link appearance to prior
work on graph visualization of creative writing stories. Specifically,
our findings suggest that, if presented the opportunity, authors and
reviewers might prefer individualized combinations of node/link
colors and shapes and spatial arrangement (e.g., timelines versus

freer arrangement in Figure 9) to differentiate between information
(e.g., in contrast to only line colors for line graphs [140] or spatial
arrangement for node graphs with no such node/link customization
[110, 155]). Though such combinations can have opposite effects, be
distracting, when they do not reflect the viewer’s preferences (Sec-
tion 7.5.2). Further research on accommodating such visualization
preferences could thus improve not only the writing experience
(for support tools) but also communication (for visualization in
general). While patterns among specific visualization preferences
(e.g., preference for colors over shapes) seem absent (Section 7.5.2),
such preferences can reflect potential higher-level factors (Section
7.3) grounded in theory and empirical data (Section 6.3). Thus, to
works that did mention specific preferences for node/link colors
or shapes (Section 2.4), we add such factors, which could improve
comparability among individualized visualization preferences. In
particular, such factors are in line with findings on cognitive pro-
cesses behind visualization, highlighting the need for further re-
search on supporting individual differences [79] in spatial ability
(i.e., understanding and memorization of spatial relations among
objects) possibly through node/link sizes based on the importance
of the content (Section 7.3.5), in associative memory (i.e., the abil-
ity to remember a relationship between two seemingly unrelated
objects as seen in Section 7.3.4, which can be influenced by cul-
tural experience [137]) possibly through a culturally diverse writer
group, and in perceptual speed (i.e., rate at which one identifies
figures or symbols) possibly through the clarity of the text and
between nodes/links (Sections 7.3.1 and 7.3.2) for stories of varying
complexities (Section 7.3.3).

8.1 Design Implications
8.1.1 AI Support for StoryWriting Around aMoral and Cultural Bias
Study. In line with the universality of some morals, such as those
promoting care [61, 122, 153] (e.g., “mutual understanding” in Table
8), our findings suggest no significant instance of cultural bias (Sec-
tions 7.1 and 7.5.1), but concerns and the shared goal of conveying
morals across cultures (Section 7.1.1 and [5, 84, 138, 159]) warrant
further research on mitigating model biases’ impact. This can be
done through 1) fine-tuning, which can require extracting causal
inferences and meanings [61, 153], 2) prompt engineering, which
can require understanding nuances between languages and output
structures [141], and 3) mitigating homogenization [3] through an
interface design encouraging reflection on creative choices [72],
which requires connecting usage patterns to reflection on the moral
conveyed for instance [52]. All these require understanding of cul-
tural nuances in logic and written expression.

To do so, future research can leverage our tool’s features together
or separately, through the lens of our potential higher-level factors
(Sections 7.2 and 7.3) for possibly greater comparability (Section
8). By asking writers to express their story through graph editing,
researchers can analyze nuances in their logic understanding. For
instance, the writer’s use of a color they associate with good or bad
for an ending (e.g., Section 7.3.4) could reflect cross-cultural differ-
ences in causal inferences (e.g., Section 7.1.1 and [141, 150]). Given
cross-cultural differences in AI content integration for the same
interface [3] and different usage patterns for different interfaces
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(e.g., more conversational for chatbot in Section 7.2.2 and [112]), re-
search could discover cultural nuances through writers’ interaction
with different interfaces across levels of abstraction (Section 7.2),
for logic (outline from higher level) and written expression (story
scenes from lower level). For instance, for logic, the integration
of plot ideas obtained through chatbot conversation with a char-
acter impersonation (e.g., P7B in Section 7.2.2.1) versus through a
command-like request in a non-chatbot (e.g., P2A in Section 7.2.1.1)
could reflect connections between reliance on AI, storytelling ap-
proaches, and cross-cultural differences in causal inferences (i.e.,
personal traits versus contextual factors in Section 2.2). For written
expression, integration of character conversation into a story scene
(e.g., P2A in Section 7.2.1.1) could reflect reliance more due to the AI
content’s perceived cultural closeness (Section 7.1.1 and [3]) with
the characters talking than storytelling approaches. Such nuances
could inform different prompt recommendations, through different
keywords between audience and character personas (e.g., more
culturally specific for characters [108]) for instance, and strategies
for encouraging reflection, such as through AI-generated questions
[52, 154] (e.g., impersonated character asking about the plot versus
written expression). Similarly, research could study how cultural
biases in non-textual cues (e.g., images [160]) influence written ex-
pression as direct sources of inspiration (e.g., P5A in Section 7.2.2.3)
and understanding of the logic as markers (e.g., Figure 9.1). Given
different dynamics [18, 51], research could also explore collabo-
ration between humans (e.g., authors and reviewers) of different
cultures, possibly comparing with AI collaboration only for biases
toward the author’s identity (Section 7.2.2.2 and [83, 161]). Our
plugin, for a platform supporting real-time collaboration, can be
used.

For study design, to draw more connections, researchers could
collect additional cultural background information, such as the
weighted influence of different cultures on the writer (Section 7.5.1),
other cultural factors (e.g., ideological beliefs [54]), and technol-
ogy use since users can be influenced by values spread through
cyberspace (e.g., social media and online stories [13, 156]). Future
research can also adapt our tasks for more specific findings (e.g.,
audience of a specific culture), drawing comparisons with our quan-
titative findings (Sections 7.4 and 7.5.1).

As cultural biases concerns can be for writing in general (Section
8), findings can be relevant as well.

8.1.2 Personalized AI Creative Writing Support. As writers might
prefer a system that selectively displays specific features based on
shifting needs across story writing processes (e.g., Section 7.1.4 and
[108]), future research could seek to connect our potential factors
affecting usage patterns (Section 7.2) to writer profiles, customiz-
able input fields for generative AI (e.g., art style selection for image
generation [108] and attribute fields for personas [18]) to reduce
prompt engineering difficulties (e.g., Section 7.4), and prompt sug-
gestion preferences, complementing works on automated prompt
optimization (e.g., [76, 119]).

8.1.3 Personalized Visualization. As personalization to individu-
alized visualization needs can affect experience (Section 8), future
research could explore a ‘translator’ feature that bidirectionally
converts a given graph to another or continuous text based on

user profiles defined by factors similar to ours (Section 7.3), vali-
date these factors with a culturally diverse group given nuances
[16] through metrics for visualization abilities [79], explore how
different parts of the continuous text story correspond to graph
components (e.g., the protagonist’s fortune [36] and story rela-
tionships [155]), and explore nuances between writing tasks (e.g.,
detective versus romance stories; Section 7.1.4).

8.2 Limitations
By focusing on a balance between exploration and resource avail-
ability, our work thus leads to opportunities to support directions
found with more empirical evidence. This can be for specific AI
models, writer groups (e.g., specific cultural backgrounds or levels
of familiarity with AI), stories of varying lengths, full stories (e.g.,
through longitudinal studies as longer stories could take months
to write [33, 87]), audience groups (e.g., finding a statistically sig-
nificant number of readers for each writer participant’s chosen
audience), and in-the-wild settings [116].

9 Ethical Considerations
While the institutional review board has approved our research,
ethical concerns might still arise. We describe how we addressed
them for future reference. First, generative AI content could disturb
some participants [69]. We used commercial generative AI with
filters [98, 99, 134], informed every potential participant about the
risks, and mentioned the possibility to withdraw anytime. Second,
human authors’ writing samples could disturb some evaluators and
raise concerns about the authorship rights. For the former, we re-
quired authors to exclude “explicit sexual and/or strong, disturbing
violent content” and manually verified all samples. For authorship,
we informed authors of AI platforms’ terms of use and evaluators,
of the authors’ rights over their works. Third, for participant pri-
vacy, we only shared data and works for which we have received
consent to share. No further concern was raised.

10 Conclusion
We studied how a single tool can support reflection on a moral
alongside other story writing needs. Through a formative study
(N=12), a user study (N=14), and external evaluation (N=19), we
designed, implemented, then studied StoryNode, a prototype plugin
for FigJam. FigJam/StoryNode supports visualization of the story
structure through customizable node graph editing, LLM imperson-
ation (chatbot and non-chatbot interfaces), and image and audio
generative AI features. Our findings support such a tool’s potential
for story writing in general. They also include potential factors
affecting the interplay between features, which could inform per-
sonalized creative writing support design and story visualization.
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A LLM Selection Details
A.1 Demographics
Participant demographic information can be found in Table 6.

A.2 Prompts
To generate morals of the story (i.e., for 1) in Section 4), we used
the prompt: “What is the moral of the story based on the OUTLINE
below? Answer in a single sentence.” For outlines (i.e., 2) in Section
4), based on formative participant feedback and story coherence,
we used the prompt “Change the plot (not just the wording) of the
OUTLINE below to better reflect the intended MORAL while main-
taining the initial setting and the writer’s style. Keep the articles
(‘a,’ ‘an,’ ‘the’) used in the original OUTLINE the same. The number
of sentences needs to be between 5-10. Each sentence is a story
event. Do not state the MORAL explicitly if it hasn’t been stated in
the original OUTLINE.”

A.3 Results
In total, for each of 1) and 2) (Section 4), the evaluation has 9
questions (order randomized) and 198 comparisons for each condi-
tion pair. When comparing with human outputs, evaluators chose
LLMs/“Similar” more often (for 1) GPT/human: 103 GPT and 40
“Similar”; for 1) Claude/human: 99 Claude and 40 “Similar”; for 2)
GPT/human: 102 GPT and 34 “Similar”; for 2) Claude/human: 102
Claude and 26 “Similar”). For GPT/Claude, evaluators chose GPT
for 70 comparisons for 1) and 90 for 2) and chose Claude for 71 for
1) and 69 for 2).

B External Evaluation Details
B.1 Demographics
Participant demographic information can be found in Table 7.

B.2 Response Pairs Evaluated
For the first part of the questionnaire, each evaluator evaluated all
response pairs described in Table 8.

B.3 Preferences for Information Presentation in
an Event Node Graph

Questions about preferences for information presentation in exter-
nal evaluators’ questionnaire are a series of comparisons starting
with the following: “Assume you have to review an outline similar
to the ones you have just read. This outline is presented in the form
of an event node graph, a graph where each story event (each para-
graph in the outlines you have read) is within a node and the nodes
are connected to each other with an arrow indicating the logical
progression of the story. The graph and the outline are by someone
else, so you did not know how the graph would look before you
get it. You also didn’t know what happens in the story. Which of
the following event node graphs more clearly presents the story to
you?”

The comparisons and choices are as follows. For “all the same
node color and shape” versus “nodes with the same color but differ-
ent shapes to represent different types of information”, 15 chose the
second and 4 “It depends. If the nodes are colored based on how I would

color them, they can help me understand the story more quickly. If
the nodes are colored differently, even if there are instructions, it takes
more effort to develop understanding. So, it can be distracting.” For “all
the same node color and shape” versus “nodes with the same color
but different shapes to represent different types of information”, 1
chose the first, 10 the second, 7 “It depends. If the nodes are shaped
based on how I would shape them, they can help me understand the
story more quickly. If the nodes are shaped differently, even if there
are instructions, it takes more effort to develop understanding. So, it
can be distracting.” and 1 “It doesn’t matter. When I look at a node
graph, shapes as visual cues are irrelevant to me.” For “nodes with
the same shape but different colors to represent different types of
information” versus “nodes with the same color but different shapes
to represent the same types of information”, 9 chose the first, 3 the
second, and 5 “A combination (using both colors and shapes) would
be the clearest.” For “same size for both the node containing the
short description of the event and for the node containing details
about the event (ASSUMING YOU CAN ZOOM IN AND ZOOM
OUTWITHOUTTHETEXT BECOMINGBLURRY)” versus “smaller
size for the node containing details about the event (ASSUMING
YOU CAN ZOOM IN AND ZOOM OUT WITHOUT THE TEXT
BECOMING BLURRY)”, 6 chose the first, and 13 the second.

Example images are provided for each type of graph with the
warning “Note: there are many ways to construct such a graph.
This is only one possibility to give you an idea. Please mainly rely
on the text description of the characteristics being compared.” An
example pair of image examples can be found in Figure 12.
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ID Age Gender Locations Professional Experience Education
S1 28 Female CN P Formal (classes)
S2 30 Female CN, CN (HK) P Formal (workshops)
S3 19 Male CN, CN (HK), Japan P Formal (classes)
S4 26 Male CN, CN (HK), Germany, Japan,

Malaysia, Papua New Guinea,
US

P Formal (classes)

S5 24 Male CN None Informal
S6 19 Male CN, CN (HK), Cuba, France, UK,

US
P Informal

S7 24 Female Austria, Canada, CN, CN (HK),
France, Germany, India, Italy,
Morocco, Switzerland, US

None Formal (classes)

S8 21 Male Brazil, CN, CN (HK), CN (M),
Egypt, India, Indonesia, Japan,
Myanmar, South Korea, Thai-
land

None Formal (workshops)

S9 19 Female CN P Informal
S10 19 Male CN, Japan None Formal (classes)
S11 22 Female CN None Formal (workshops)
S12 25 Male Albania, Canada, CN, CN (HK),

Germany, Israel, Japan, Mexico,
Singapore, US

P Formal (classes)

S13 22 Non-binary / third gender Afghanistan, Argentina, Bosnia
and Herzegovina, Chile, CN,
CN (HK), Czech Republic,
France, Germany, Iceland, Iran,
Italy, Japan, Mexico, Nether-
lands, Portugal, Romania,
Russian Federation, South
Korea, Spain, UK, US, Viet Nam

FP Formal (classes)

S14 19 Male CN None Informal
S15 20 Male India P Informal
S16 24 Male CN P Informal
S17 30 Female CN, US None Formal (classes)
S18 57 Female Canada, CN, CN (HK), France,

Japan, South Korea, Spain, Thai-
land, US

P Formal (classes)

S19 24 Male CN P Formal (degree)
S20 29 Male Australia, Austria, CN, CN (HK),

Japan, US
FP Formal (degree)

S21 26 Male CN, Japan, Philippines, US P Formal (classes)
S22 29 Male CN FP Formal (degree)

Table 6: Demographic information of evaluators for the LLM selection. For “Gender”, 7 chose “Female”, 14 chose “Male”, and
1 chose “Non-binary/third gender”. Evaluators are aged from 19 to 57 years old, with an average of 25.3. We use the same
abbreviations for “Locations”, “Professional Experience”, and “Education” as Table 3. “CN (M)” meansMacau (S.A.R. China).
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ID Age Gender Locations Professional Experience Education
E1 24 Male CN, CN (HK), CN (M), Indonesia, Malaysia, Russian

Federation
None Informal

E2 18 Female CN None Informal
E3 22 Female CN P Informal
E4 20 Female CN, France, Japan None Informal
E5 25 Male CN, CN (HK) P Formal (degree)
E6 31 Male CN FP Informal
E7 24 Female CN, Japan, US P Formal (classes)
E8 22 Male CN None Formal (classes)
E9 25 Male CN None Informal
E10 24 Female CN P Formal (degree)
E11 23 Male CN, CN (HK), Germany P Formal (classes)
E12 19 Male CN None Formal (classes)
E13 25 Male Albania, Brazil, Canada, CN, CN (HK), Germany, India,

Israel, Japan, Malaysia, Mexico, Russian Federation, Sin-
gapore, South Korea, UK, US

P Formal (classes)

E14 19 Female CN (HK) None Formal (classes)
E15 24 Male CN, CN (HK), US P Informal
E16 22 Male CN None Formal (classes)
E17 23 Male CN (HK) F Formal (classes)
E18 21 Male CN, CN (HK), CN (M), France, Indonesia None Informal
E19 18 Male Belarus, Canada, CN, CN (HK), Cuba, Finland, Iceland,

Israel, Japan, Mongolia, Singapore, Ukraine, US
None Informal

Table 7: Demographic information of evaluators for the external evaluation of user study task responses. For “Gender”, 6
chose “Female” and 13 chose “Male”. Evaluators are aged from 18 to 31 years old, with an average of 22.6. We use the same
abbreviations for “Locations”, “Professional Experience”, and “Education” as Table 3. “CN (M)” meansMacau (S.A.R. China).
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Moral Audience
Love is not only about happiness but also deep understanding of each other. those who have had experience with intimate relation-

ships
In family relationships, there should be mutual understanding because parents
are also first-time parents.

kids and parents

Keep practicing or you may miss opportunities because you are not well
prepared.

kids

Greed and disunity can lead to one’s downfall. teenagers
Any act may be justified by the degree of positive change it brings about. teenagers (those who are into social media)
Death is not the end of a person’s life story but rather another starting point. young professionals struggling with existential crisis
Humans should not be too arrogant; all life is equal. In the eyes of higher
beings, humans are nothing more than that.

young kids

Even in chaotic and unpredictable situations, mutual understanding, coopera-
tion, and empathy can lead to unexpected friendships and solutions.

a 60-year-old woman in hospital

Integrity and hard work will always shine brighter than any shortcut. children in primary school
True friendship transcends backgrounds and circumstances. kids in kindergarten
It’s never too late to pursue new interests and share your passions, which can
lead to personal fulfillment and community building.

old adults who have retired

True fulfillment and happiness often come from following one’s passions and
making a positive impact on society, rather than merely accumulating wealth.

young graduate students

Being always immersed in the past is meaningless. We need to focus on what
we have and what we can do in the present.

those who focus on the past, who focus on what they
lost and what they suffer from

Finding a balance in an indulgence-abundant and stressful world is important. people severely craving indulgence and people who live
without any indulgence

Human activities destroy the nature, and the grassroots are trying to fight
against the monopoly.

a movie director who writes Sci-Fi movies

Embrace your passions and overcome your fears to find true fulfillment and
inspire others.

a movie director for romance stories

Nobody can always get things right; obstacles are meant to be learning expe-
riences. “What doesn’t kill you makes you stronger.”

people interested in magical creatures, adventure

Even individuals can have an impact (grassroots power). young people
Identity is loose and changing through life. Acceptance of other forms, shapes,
and ways of being and self-acceptance of what we know ourselves to be are
important.

any age

The moral of the story revolves around the immense power and responsibil-
ity of collective human thought and the consequences of using such power
unethically.

culturally diverse young adults who are oftenmore open
to exploring self-improvement and spiritual practices

Helping others is good. adults
All for one’s own benefits. adults
We should pursue a long-term vision instead of focusing on certain quantifi-
able achievements.

high school students who are facing university entrance
examination pressures

True success comes from staying true to your values, fostering effective com-
munication, and focusing on quality and craftsmanship, rather than chasing
fleeting trends.

young elephants as grandsons and daughters of the
elephant’s chocolate company, who are facing the age
of AI

Advancement of technology may lead to lack of meaning in people’s lives. general public
Live in the present and not dwell on past regrets or try to manipulate the
future.

young adults (18-30): people at a stage where they’re
making important life decisions and shaping their fu-
tures

This story tells people to be good at observing the details of life, to understand
the people and things around them, and not to focus only on themselves.

kids in elementary school who love to read. We want
to help them develop moral values through reading.

The moral of the story is that collaboration and embracing different perspec-
tives can lead to personal growth and success in artistic endeavors.

recent college graduates who feel lost in life

Table 8: The moral of the story and the target audience for each user study response pair.
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Figure 12: Example images for the question asking to compare graphs with a) “nodes with the same shape but different colors
to represent different types of information” versus with b) “nodes with the same color but different shapes to represent the
same types of information” in external evaluators’ questionnaire (Section B.3).
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