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ABSTRACT
Artificial Intelligence-Generated Content (AIGC) tools have gradu-
ally been integrated into the daily workflow of UX practitioners.
While existing research has explored the integration of AIGC tools
in daily workflow, little is known about their impact on social dy-
namics within UX collaboration. We conducted four focus groups
and eight semi-structured interviews with 26 UX practitioners to
investigate how AIGC tools influence social dynamics in UX collab-
oration. Our findings indicated that AIGC tools not only mitigated
conflicts but also introduced potential new conflicts. AIGC tools
expanded the roles of UX practitioners and fostered a team cul-
ture characterized by exploring and discussing. Participants have
higher expectations for AI-assisted design in user understanding
and prototype evaluation, and team-motivated AI tools learning.
Based on these findings, we discussed the benefits and concerns of
conflict resolution through AIGC and the importance of teams in
AI learning. Finally, we proposed several suggestions for future AI
design research.

CCS CONCEPTS
• Human-centered computing→ Empirical studies in HCI.
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1 INTRODUCTION
The user experience (UX) field is viewed as a cornerstone in the
human-centered design of interactive systems [24, 32], working in
conjunction with user interface (UI) design to constitute a prod-
uct’s complete usability design [7]. In this paper, we use “UX” to
broadly cover both disciplines. Digital tools play a vital role in
supporting the design process and enhancing the efficiency, creativ-
ity, and quality of UX practitioners’ work. In the rapidly evolving
landscape of technology and design, these digital tools have increas-
ingly integrated Artificial Intelligence (AI). For instance, Artificial
Intelligence-Generated Content (AIGC) tools could directly gener-
ate final design outputs, such as posters, from text descriptions or
uploaded source images [25, 26]. Other studies have explored the
use of AIGC tools to suggest context-relevantmaterials and enhance
creativity expression [36, 41, 79], design low-fidelity (e.g., wire-
frames [23]) and high-fidelity prototypes (e.g., interface design [12]),
and assess product usability [17, 18, 42, 70]. As AI-powered tools
become increasingly embedded into the UX workflow, it is imper-
ative to assess how these tools not only augment the UX design
and evaluation process but also reshape collaboration and commu-
nication within UX teams. Since prior studies primarily focused
on laboratory studies or the approaches to integrating AIGC tools,
there remains a substantial gap in understanding the real-world
impact of these technologies on team dynamics and collaboration
quality.

The integration of AI into team collaboration also introduces
complex questions regarding the roles AI may play, from acting
as mediators and arbitrators to coordinators and creators [44, 69].
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While previous studies have explored AI’s potential as a collabora-
tive partner, much of this research remains in its infancy, particu-
larly concerning AI’s role in leadership and decision-making within
teams and the potential conflicts that AIGC tool integration may
introduce [81]. This gap highlights an opportunity for our study
to contribute knowledge about the social dynamics of UX collabo-
ration from the practitioners’ perspective. Thus, we investigated
the nuanced interplay between AI integration and UX practices,
motivated by the need to understand the effects of AI on everyday
work and collaboration among UX practitioners. Our inquiry is
structured around two research questions (RQs):

• RQ1: How does the integration of AIGC influence the social
dynamics within current UX collaboration?

• RQ2: What are the expectations of UX practitioners for the
development of future AIGC tools and teams?

AI development in China has progressed rapidly in recent years,
becoming integrated into various industries. According to the 2023
annual design AI practice report released by ZCOOL 1, 84.6% of the
5034 surveyed designers in China’s design industry have utilized
AI design tools or AI functionalities within traditional tools. This
high adoption rate signifies the widespread popularity of AI in
the Chinese design industry. Therefore, to answer these RQs, we
conducted four focus groups with 18 UX professionals and semi-
structured interviews with 8 UX professionals from various design
industries in China. The focus group allowed us to develop an
initial understanding of how UX practitioners utilized AIGC tools
in their daily work and their collaboration practices, while the
semi-structured interviews delved into the impact of AIGC tool
integration on team dynamics and UX practitioners’ expectations
for future AIGC tools.

Our study revealed that the impact of AIGC tools integration
on social dynamics in UX collaboration manifested in two ways.
Initially, AIGC tools served to reduce communication conflicts by
quickly visualizing concepts, providing design evaluation perspec-
tives in debates, and helping teammembers understand each other’s
workloads. However, they also introduced two potential new con-
flicts: the quality of AI-generated content was occasionally superior
to that of human collaborators, and some team members were skep-
tical about the reliability of AI-generated content. Furthermore,
we found that the integration of AIGC tools promoted a team cul-
ture geared towards exploring AIGC capabilities and sharing their
experiences, leading some UX practitioners to take on the role of
instructors or leaders. Regarding future expectations, participants
expressed a desire for AIGC tools that better understand target
users and assist in evaluating prototypes. There was also a call for
initiatives to encourage AIGC tool proficiency among UX practi-
tioners, suggesting team-based incentives as a strategy.

By examining how AIGC tools currently influence team inter-
actions, conflict management, and communication, and exploring
UX practitioners’ expectations for future tools, this study aims to
provide actionable insights for the design of more effective, collab-
orative AI tools. In sum, we make the following contributions:

• We conducted focus groups and semi-structured interviews
with Chinese UX practitioners to understand the potential
of AIGC tools in supporting team dynamics.

1https://www.zcool.com.cn/article/ZMTYwMTUzNg==.html

• We identified the impact of AIGC tools on conflict resolu-
tion, team culture, and individual roles, and highlighted the
potential negative impact of these tools on team dynamics
in UX collaboration.

• We highlighted key considerations for improving the design
of AIGC tools in the realm of UX design.

2 RELATEDWORK
Our work is motivated by two related areas: the current integration
of AI-powered tools into general UX workflow and the impact of
AI integration on social dynamics in team collaboration.

2.1 The Integration of AI-Powered Tools in
General UXWorkflow

UX design has evolved into an integral component of the con-
temporary tech industry, attracting substantial attention from re-
searchers [48]. In 2004, the British Design Council introduced the
Double Diamond design process to standardize the UX workflow.
This process comprises four stages: Discover, Define, Develop, and
Deliver [11]. Currently, the Double Diamond framework is widely
adopted by UX practitioners, both within and beyond the indus-
try [10, 60, 83]. Thus, we ground our review on the integration of
AI-powered tools within UX workflows on the Double Diamond
framework. In the discover and define stages, AI-powered tools can
help UX designers understand the needs of target users from the
aspect of generating user persona [40, 64], assisting in analyzing
user data [52, 84]. In the early stage of the development of inspi-
ration exploration, AI-powered tools assist in mitigating design
fixations [36], proposing contextually relevant materials [41], and
enhancing creative expression [79]. Additionally, these tools sup-
port activities such as mood board design [74, 79], the generation
of relevant design materials [9, 36, 41, 74], and the provision of
design suggestions [41]. For prototype design in the development
phase, researchers have examined using AI-powered tools to as-
sist with designing from low-fidelity to high-fidelity prototypes
[12, 23, 25, 76]. In the delivery stage, AI can be trained to assist UX
practitioners in prototype evaluation to user testing, including auto-
matic UX evaluation [16, 28, 37, 54], visualizing usability problems
[17, 70] or varying the timing of AI suggestions to foster better
analytic performance and engagement from UX practitioners [18].
Additionally, researchers explored the possibilities of using conver-
sational AI to assist with UX evaluation [40, 42]. In a recent study,
Li et al. investigated the perspectives of UX practitioners regard-
ing AIGC integration and summarized how UX practitioners have
implemented AIGC tools in practice [47]. Our review reveals that
AI-powered tools have been designed to support different stages of
the UX workflow. However, prior work has primarily concentrated
on laboratory studies by examining how participants interacted
with these tools or simply focused on the approaches to integrating
these tools. This highlights the need for a deeper understanding
of the effects of these tools’ integration, especially regarding their
influence on the everyday work and collaboration within teams of
UX practitioners.

https://www.zcool.com.cn/article/ZMTYwMTUzNg==.html
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2.2 The Impact of AI Integration on Social
Dynamics in Team Collaboration

To investigate the impact of AI on the social dynamics of collabo-
ration, it is essential to first delineate the concept of collaboration
itself. Collaboration can be defined as a collective effort towards
achieving a common objective, characterized by team or group
formation, productivity, continuity, and allocation of responsibili-
ties [59]. In the realm of UX, collaboration both within and across
teams is crucial for day-to-day operations[43, 45, 71]. However,
a team is a complex social organization system [58]. The quality
of collaboration and communication is influenced by various fac-
tors since interpersonal communication is inherently relational,
dynamic, and context-sensitive [57, 65]. As team sizes increase,
so does the complexity of relationships, elevating the risk of con-
flicts and underscoring the necessity for effective coordination to
maintain productive collaboration [31, 35]. Research in this area has
identified key factors influencing collaboration dynamics, including
six core processes: cooperation, conflict, coordination, communi-
cation, coaching, and cognition [50], alongside three influencing
conditions: composition, culture, and context [63]. These factors
are interdependent and critical to understanding the multifaceted
nature of collaboration [13]. Thus, our study focuses on how AI in-
tegration impacts factors like conflict, communication, and cultural
aspects within teams. By anchoring our analysis in these consider-
ations, we aim to identify strategies for enhancing team dynamics
in the age of digital transformation.

As AI becomes more deeply integrated into industry practices,
previous studies demonstrated that AI can autonomously execute
cognitive tasks and engage in communication with humans through
the exchange of inputs and outputs [1]. This suggests that AI is
transitioning from a performance-enhancing tool to a role akin to
that of a teammate [1, 66]. This evolution, highlighted by studies
indicating AI’s growing functionality in collaboration, points to a
shift in team dynamics where AI is not just an aid but a participant
in collaborative efforts [4, 67]. Researchers have identified various
roles for AI in teamwork, ranging from a mediator and arbitrator
[44] to a coordinator, creator, perfectionist, and doer [69], under-
scoring its multifaceted contribution to team processes. However,
despite these advancements, the exploration of AI in the areas of
leadership within teams remains nascent [81]. This gap shows that
the full extent of AI’s role, especially in the context of collaboration
between UX practitioners, is not yet fully understood. Our study
aims to bridge this gap by examining how the social dynamics of
collaboration are affected by AI from the perspective of UX prac-
titioners, thereby contributing to a deeper understanding of AI’s
integration in current practice.

3 METHOD
We first employed focus groups to obtain an initial understanding
of the utilization of AIGC tools in the daily work and collaboration
of UX practitioners. Through inductive analysis of data from the
focus groups, we identified initial themes and used them to inform
our follow-up research. To gather more insights and understand
our findings deeper, we conducted semi-structured interviews with
an additional 8 Chinese UX practitioners based on the focus group

results. The study received approval from the university ethics
review board.

Figure 1: Focus Group Procedure: (a) Introduction of the
Study: the moderator introduced the topic and objectives
of the focus group, (b) Retrospection of Participants’ Work-
flow andCollaboration: participants conducted retrospection
of their workflows and usage of AIGC tools using prepared
materials, (c) Discussion of Participants’ Retrospection Re-
sults: participants shared their workflows and experiences
with AIGC tools while responding to questions from others,
(d) Discussion of Specific Topics: participants discussed some
specific topics prepared by the moderator.

3.1 Focus Group
3.1.1 Participants. We recruited UX professionals (N=18) from
the industry through social media and mailing lists with two in-
clusion criteria: 1) At least one year of experience in UX-related
occupations; 2) Experience using AIGC tools in their daily work.
These participants came from South, East, and North China, which
are the most densely populated areas of China’s Internet indus-
try. While five participants (F1-F5) came from the same company,
others were from other companies. Table 1 shows the participants’
demographics: eleven were UX designers, two were UI designers,
two were product managers (PM), two were design team leaders,
and one was a UX consultant. Their UX experience ranged from
one to ten years and they came from diverse industries, such as mo-
bile games, online community applications, and the motor industry.
Regarding the utilization of AIGC tools, none of the participants’
companies imposed restrictions on utilizing AIGC tools. Eight par-
ticipants’ companies (F1-F5, F7-F9) took the initiative to organize
seminars to share the methods of AIGC utilization, three partici-
pants’ companies (F7, F8, F18) developed AI tools to facilitate their
daily work, and three participants’ companies (F7, F8, F10) were
developing AI products or features. AIGC tools that they most fre-
quently used included ChatGPT (N=17), Midjourney (N=15), and
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Table 1: Demographic Information of Participants in the Focus Group

Participants Job Title Job
Experience (yr.) AIGC Tools AIGC

Experience (yr.) Industry Size
of company

F1 UX designer 1 ChatGPT, Stable Diffusion, NewBing, Midjourney 1 Mobile games 500+
F2 UX designer 4 ChatGPT, Midjourney 0.5 Mobile games 500+
F3 UX designer 1.5 ChatGPT, Midjourney 0.5 Mobile games 500+
F4 UX designer 1 ChatGPT, Midjourney, Caude AI 0.5 Mobile games 500+
F5 UX designer 4 ChatGPT, Midjourney 0.5 Mobile games 500+
F6 UX consultant 4 ChatGPT, Notion AI, Tome 0.5 Consultant 500k+
F7 UX designer 3 ERNIE Bot, Infoflow 0.5 Online community application 30k+

F8 Senior UX designer 6 ChatGPT, New Bing, ERNIE Bot,
Midjourney, Stable Diffusion, Tongyi Qianwen 1 AI voice assistant 200k+

F9 UI designer 6 ChatGPT, ERNIE Bot, Midjourney, Photoshop (Beta) 0.5 Online community application 30k+
F10 UX designer 3 Midjourney, Stable Diffusion, Poe, ChatGPT 0.5 Internet application design 10k+
F11 Senior Product manager 3 Midjourney, ChatGPT 0.5 Motor industry 10k+
F12 UX designer 3 Midjourney, ChatGPT 0.5 Phone design 10k+
F13 Design team leader 3 Dall-E2, ChatGPT 0.5 Industrial control, Robot 10k+
F14 UI designer 10 Midjourney, ChatGPT 0.5 Online community application 200+
F15 UX designer 5 ChatGPT, Midjourney, Stable Diffusion, Photoshop (Beta) 0.5 Internet enterprises 100k+
F16 Design team leader 6 Midjourney, ChatGPT, Stable diffusion 0.5 Motor industry 500k+
F17 Product manager 3 ChatGPT, Stabble Diffusion, NewBing, Midjourney 0.5 B2B, SaaS consulting 20+
F18 UX designer 7 Midjourney, ChatGPT, Stable Diffusion, Internal Tools 1 Mobile games 30k+

Stable Diffusion (N=6). Since AIGC tools have gained traction re-
cently, fifteen participants have used AIGC tools for one year and
three have used AIGC tools for half a year.

3.1.2 Procedure. We conducted both in-person and online ses-
sions (previous studies have demonstrated the feasibility of online
focus group discussions [21, 73]), which allowed us to gather in-
sights from a diverse range of UX professionals residing in geo-
graphically diverse locations. We conducted four focus groups: two
groups of participants joined offline (Group 1: five participants,
Group 2: four participants), while two groups joined online (Group
3: four participants, Group 4: five participants). We utilized Tencent
Meeting for online focus group discussions. The study took 2 hours
on average to finish, and each participant was compensated with
the local currency equivalent to 15 USD. Each focus group was
divided into four phases:

• Introduction of the Study. The moderator introduced the
topic and objectives of the focus group and initiated an ice-
breaking activity among participants to facilitate deeper
discussion.

• Retrospection of Participants’ Workflow and Collabo-
ration. In this phase, participants conducted retrospection of
their workflows and usage of AIGC tools. The moderator pre-
pared somematerials for participants to organize and present
their retrospection of daily workflow and collaboration: 1)
Cards with pre-defined design processes on them. The mod-
erator prepared four colored cards, each labeledwith a design
phase: Define/Understand product requirements, Ideation, De-
sign prototypes, and Evaluate prototypes. These pre-defined
design phases were derived from the design thinking pro-
cess [75]. Due to the variation in UX workflows, we did not
require participants to conform to these pre-defined design
phases strictly. We also prepared blank cards for participants
to fill in based on their actual design phases. 2) Sticky notes.

Participants could retrospect the actions and AIGC utiliza-
tion taken during the work phases to achieve the goals of
the phases and write on sticky notes. For online participants,
moderators utilized Figma to digitalize the materials used
in the offline study. Online participants employed Figma to
organize and present their results. This process lasted about
30-40 minutes until all participants indicated that they had
completed the retrospection.

• Discussion of the Retrospection Results. The results
of the participants’ retrospection were sequentially posted
on a blank wall (or canvas in Figma) by the moderator for
collective review. Subsequently, participants shared their
workflows and collaborations while responding to questions
from others. This inter-participant communication fostered
in-depth retrospection and simultaneously yielded diverse
perspectives.

• Discussion of Specific Topics. After the completion of
individual workflow sharing by all participants, the modera-
tor introduced specific topics to further enrich perspectives
on aspects that may have been overlooked. These topics in-
cluded the impact of AIGC tools on their UX collaborations,
the change in their team structures, and their expectations
for the future AIGC tools and teams.

3.1.3 Data Analysis. We followed thematic analysis to analyze
our data [62]. All focus groups were recorded and automatically
transcribed using “TencentMeeting”. Subsequently, two researchers
independently coded the transcripts and conducted the inductive
thematic analysis using the affinity diagramming approach [56]. Re-
searchers regularly discussed the codes and resolved disagreements
to create a consolidated codebook. Both primary coders possess
over two years of experience as UX researchers and have more
than one year of experience employing AIGC tools, such as Chat-
GPT and Midjourney. After that, further meetings were scheduled
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Table 2: Demographic Information of Participants in Semi-structured Interview

Participants Job Title Job
Experience (yr.) AIGC Tools AIGC

Experience (yr.) Industry Size
of company

P1 UX designer 5 ChatGPT, Midjourney, NewBing, ERNIE Bot 1 Internet 10k+
P2 UX designer 3 ChatGPT, Midjourney 1 Internet 30k+
P3 UX designer 1.5 ChatGPT, Midjourney 1 AI Industry 50+
P4 UI designer 10 ChatGPT, Midjourney, Stable Diffusion 1 AI Industry 200+
P5 UI Leader 12 ChatGPT, Midjourney, Stable Diffusion 1 Mobile games 500+
P6 UX designer 4 ChatGPT, Midjourney, Notion AI, Stable Diffusion 1 Consultant 10k+
P7 Product manager 1 ChatGPT, Midjourney, Stable Diffusion 2 AI Industry 30+
P8 UX consultant 3 ChatGPT, Midjourney 1 Consultant 10k+

with all co-authors to reach an agreement based on the preliminary
coding results. Finally, we obtained three main themes: 1) Conflict
resolution of communication and potential new conflicts; 2) Subtle
Shift in Team Culture and Individual Roles; and 3) UX practitioners’
Expectations.

3.2 Semi-structured Interview
Following the analysis of data derived from the focus groups, three
primary themes emerged in response to the research questions.
To gather more insights and understand deeper about these three
themes, we conducted semi-structured interviews with 8 additional
UX practitioners.

3.2.1 Participants. We recruited additional UX professionals (N=8)
from the industry through social media and mailing lists with the
same inclusion criteria and geographic location as recruiting par-
ticipants for focus groups. None of the 8 participants participated
in our focus group. Table 2 shows the participants’ demographics:
four were UX designers, one was a UI designer, one was a UI leader,
one was a PM, and one was a UX consultant. Their UX experience
ranged from one to twelve years and they came from diverse in-
dustries, such as mobile games, the AI industry, and the Internet.
Regarding the utilization of AIGC tools, none of the participants’
companies imposed restrictions on utilizing AIGC tools. Seven par-
ticipants’ companies (P1-P3, P5-P8) took the initiative to organize
seminars to share the methods of AIGC utilization, four partici-
pants’ companies (P2, P3, P5, P7) developed AI tools to facilitate
their daily work, and three participants’ companies (P3, P4, P7)
were developing AI products or feature. AIGC tools that they most
frequently used included ChatGPT (N=8), Midjourney (N=8), and
Stable Diffusion (N=4). Seven participants have used AIGC tools for
one year and one for two years.

3.2.2 Procedure. At first, participants conducted a brief retro-
spection of AIGC integration within their daily work. Subsequently,
we asked follow-up questions on the retrospection and the underly-
ing themes identified in the focus groups. The questions included:
“Has AIGC tools played a role in resolving collaborative conflicts for
you? If so, how?” “What potential contradictions do you perceive AIGC
tools introducing to your work?” “Are there any noticeable changes
in your team due to the integration of AIGC tools?” and “What are
your expectations for the future development of AIGC tools?” We
conducted additional in-depth inquiries regarding collaboration

details, guided by the participants’ responses. The interview took
30-40 minutes to finish, and each participant was compensated with
the local currency equivalent to 15 USD. We employed the same
data analysis processes as the focus group.

4 FINDINGS
We identified two main impacts of integrating AIGC tools on the
social dynamics of UX teams: 1) Conflict Resolution: AIGC tools
reduced some conflicts while potentially introducing new conflicts
with the integration of emerging technologies; 2) Team Culture and
Personal Dynamics: AIGC tools promoted a collaborative culture
geared towards exploring AIGC capabilities and sharing usage
experiences. Simultaneously, it gradually expanded the individual
roles and responsibilities of UX practitioners. We also summarized
UX practitioners’ expectations for future AIGC tools and team
development.

4.1 Conflict Resolution and Potential New
Conflicts in UX Collaboration Resulting
from Integrating AIGC Tools.

4.1.1 The Integration of AIGC Tools Reduces Conflicts in
UX Collaboration. It is mainly manifested in three aspects: (1)
Visualizing concepts to mitigate comprehension errors dur-
ing verbal communication. Fourteen participants utilized AIGC
tools to create visual representations such as storyboards to ar-
ticulate concepts clearly, aiming to reduce “comprehension errors
and unnecessary debate (P4).” Simultaneously, compared to previ-
ous approaches (e.g., hand-drawing and computer-drawing), AIGC
tools offer a more convenient avenue for some UX designers who
are not proficient at sketching (Figure 2). As P8 said, “generating is
much faster than freehand sketching.” Additionally, F14 said, “This
approach saves me the time to jump between different websites to find
materials.” However, participants also highlighted that while it was
feasible to generate visual materials by simply inputting prompts,
the learning and selection of prompts involved crucial steps.

(2) Providing additional perspectives to mediate debates
and promote consensus among collaborators. Seven partici-
pants recounted challenges faced during discussions with cross-
functional collaborators, such as product managers and developers.
P5 highlighted that “UX designer is consistently in a weak position
during these discussions. For example, some PMs believe they have
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Figure 2: The evolution of how UX practitioners visualize concepts involves two stages: Traditionally, practitioners relied on
manual methods such as hand drawing and computer drawing. Currently, the integration of AIGC tools enables practitioners to
expedite the generation of visualizations swiftly (The gray patterns represent the original workflow, while the orange patterns
represent the behavior, processes, or role transitions in UX work under the integration of AIGC tools. This applies to the color
representations in Fig3 and Fig4.).

some knowledge of UX, leading them to disregard my input, leaving
me no choice but to repeatedly argue with them.” Therefore, some par-
ticipants tended to seek assistance from their leaders to have further
discussions. However, this approach lacked timeliness, requiring
additional time for describing details with leaders. Moreover, as P3
said, “Sometimes the leaders are indecisive, and they struggle to make
definitive decisions quickly.”, he also emphasized that “this approach
lacks the rigor and persuasiveness of scientific measurement.” Con-
sequently, four participants employed a strategy involving AIGC
tools in discussions (Figure 3a). They utilized AIGC tools to evaluate
interface layouts, interaction flows, and fulfillment of target user
needs to strengthen their viewpoints. For instance, P5 said,“I utilize
Attention Insight to create heat maps of the user interface, enhancing
the persuasiveness.” P6 mentioned, “I employ ChatGPT to generate a
user persona to evaluate and provide feedback on my design.”

(3) Facilitating the comprehension of collaborators’ work-
load and challenges. AIGC tools introduced a novel avenue for
participants to understand the workload of their collaborators’ tasks
(Figure 3b). Four participants employed conversational agents (CAs)
to investigate the ongoing work of their collaborators, as P2 said,
“I utilize ChatGPT to validate development workload before engaging
with developers and to gain insights into the challenges of the devel-
opment process.” P4 employed CAs to “understand the difficulties of
creating some 3D character models for UI design.”. Furthermore, in
contrast to conventional search engines, CAs exhibited the capa-
bility to provide “more centralized responses, thereby diminishing
the time expended on navigating multiple web pages for information
retrieval (F1).” However, P2 also acknowledged that the generated
content and data tended to be broad and fragmented, “it is chal-
lenging to swiftly utilize AI to comprehend the intricate technological
aspects within the company.”

4.1.2 The Integration of AIGC Tools Introduces Potential
New Conflicts in Current UX Collaboration. We found that
the integration of AIGC tools also introduced two potential new
conflicts: (1) The quality of AI-generated content sometimes
surpasses that of collaborators. AIGC tools provided UX design-
ers with expanded content generation capabilities. However, nine
participants encountered a situation where AI-generated content
was of higher quality than the work produced by collaborators.
Therefore, participants are confronted with a decision regarding

whether to utilize the AI-generated content or that created by their
colleagues. Accepting AI’s content may embarrass their colleagues
and cause tension. As F1 said, “Some AI-generated images can be
directly provided to front-end engineers.” P9 mentioned, “Sometimes
the posters generated by AI surpassed the materials provided by the op-
erations department.” As a solution, participants typically accepted
the output produced by their collaborators instead of AI’s output,
even though the latter might be better than the former, to avoid
potential conflicts among human collaborators. Their actions were
confined to “private complaints rather than overt expressions (F1).”
Furthermore, four participants proactively communicated with col-
laborators. F1 added, “If the images deviate significantly from our
expectations, I consistently engage in communication with UI design-
ers.” P2 suggested that “directly presenting the AI-generated results to
collaborators might be impolite,” so he preferred “involving ChatGPT
to generate more colloquial expressions of technical terms, facilitating
discussions with developers about coding.” However, for some partici-
pants, this collaborative conflict did not severely impact their work,
as they had reached a consensus with collaborators that “the goal
is the most important (P1),” and “as long as the final result is good, it
doesn’t matter much who produces it or what tool is used to achieve it
(P8).” In particular, P6 provided his interpretation, he indicated the
essence of this phenomenon lies in “the transformation of production
relations following the emergence of AIGC tools”, and he believed
that practitioners are “inclined to adapt to the changes AI introduced”
because “ they don’t want to give up efficient tools.”

(2) Skepticism toward content generated by AIGC tools.
Ten participants articulated their skepticism of content generated by
AIGC tools, particularly concerning data reliability. This limitation
raised concerns among collaborators regarding the reliability of
AI-generated content. As F11 described, “I once utilized AI-generated
data about competitive products in a project report, and the leader
promptly identified inaccuracies. He issued a specific caution to all
company employees, advising against blind trust in AI.” Furthermore,
some participants noted the challenge in assessing the authenticity
of generated data, prompting their adoption of varied verification
strategies. For instance, six participants requested AI to generate
data sources, cross-referencing them with relevant sources to verify
authenticity. Meanwhile, two participants chose to modify prompts,
ensuring that the outputmaintained consistency. P1 said, “Switching
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Figure 3: a) The process of how AIGC tools mediate debates. The previous approach was to seek assistance solely from leaders.
Through the integration of AIGC tools, UX designers can actively involve these tools in the discussion. b) Before engaging in
communication with collaborators, UX designers leverage AIGC tools to gain insights into collaborators’ workloads.

the language or order of prompts can result in different outputs from
ChatGPT. Therefore, I try to verify the consistency of generated content
by altering these prompts.” Notably, F5 and P8 chose to seek feedback
and comments from colleagues, with F5 noting, “After consulting
with a colleague, I was informed that the outputs generated by these
tools are about 90% comparable to actual results. Given my trust in
this colleague, I’ve also developed trust in the tool itself.”

4.2 Transformation in Team Culture and
Individual Roles in UX Collaboration
Resulting from Integration of AIGC Tools.

4.2.1 AIGC Tools Integration Promoted UX Team Culture
Characterized by Exploring AIGC Capabilities and Sharing
their Experiences. Fourteen participants mentioned that they
stayed abreast of the latest information about AIGC, engaging
in learning and testing novel AIGC tools and prompts (Figure 4).
The primary channels for firsthand information updates encom-
passed social media platforms such as YouTube, Medium, Bilibili,
and XiaoHongshu. Seven participants acquired knowledge through
team or company-based sharing activities, as well as paying atten-
tion to tweets shared by friends on social networking apps. Three
participants actively participated in external sharing sessions and
competitions to stay informed about trends. Upon acquiring new
information, participants conducted tests to validate its applicabil-
ity to their daily work, as well as “comparing the generated outcomes
with existing tools (F1).”

After testing new AIGC tools and prompts individually, they
actively shared potential tools with their team members (Figure 4).
For instance, P3 said, “We occasionally share intriguing algorithms
in our team and explore tools tailored to our work.” Similarly, P5
conveyed, “If the designers have a handy prompt, they will organize
it into detailed steps for collective learning.” After completing the
evaluation, they would have an in-depth discussion to determine
the effect of these AIGC tools. Notably, the team led by P7 adopted
a strategy involving the “assignment of a simple design task to evalu-
ate the effectiveness of the tool within a specified timeframe.” While it
was acknowledged that the outcomes of AIGC tool testing may not
consistently align with expectations, participants emphasized that

the experiential and discussion processes contributed valuable in-
sights, fostering a collaborative atmosphere for sharing experiences
and perspectives.

However, some participants argued for a balanced approach to
learning AI. For instance, P5, the head of the UI department, rec-
ognized the efficiency gains from using AIGC tools. Yet, she also
stressed the need to avoid allocating all working hours to AI learn-
ing and research. She highlighted the urgency and importance of
learning AI primarily in the context of mass production challenges,
suggesting a focus on practical, problem-solving applications of AI
knowledge.

4.2.2 The Roles of Some UX Practitioners Expanded to “In-
structors” and “Leaders”. subsection 4.2 mentioned that the inte-
gration of AIGC tools promoted team culture by encouraging explo-
rations and sharing. With this shift, we observed that AIGC-skilled
UX designers actively or passively took on the roles of instructors
or leaders in AI learning (Figure 4). Six participants mentioned be-
ing frequently approached by colleagues for assistance. P1, an early
AIGC tools user, expressed a willingness to “share prompts with
colleagues and guide them on adjusting keywords to generate similar
style images.” However, he clarified that he wouldn’t “directly gen-
erating content for colleagues.” F1 stated that he would “often help
colleagues to generate some visual materials, as it’s very easy”, and
F4 and F5, who worked on the same team as F1, confirmed that F1
was very popular as a power user of AIGC tools. Additionally, some
participants actively advocated for the learning and integration of
AIGC tools within the team. For instance, P4 said, “I consider myself
an exploratory designer, and I consistently recommend new AIGC tools
to the team.” Furthermore, P1 was invited to present and share their
AIGC tools usage experience with all UX department colleagues,
establishing an “AI exploration” group with some colleagues.

4.3 UX Designers’ Expectations of Future AIGC
Tools and Team Development.

4.3.1 Expectation 1: Assisting UX Designers in Understand-
ing Precise Insights into Target Users. Ten participants high-
lighted that, in contrast to UI design or development, UX design
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Figure 4: A team culture characterized by exploring and sharing AIGC tools: UX practitioners share and discuss their exploring
AIGC tools with team members and form AIGC Learning groups with other colleagues. In this process, the UX practitioner’s
role is expanded to that of instructor and leader.

was more closely aligned with the project’s core business line, em-
phasizing the essential needs and experiences of the target users.
However, a notable gap existed as “the majority of advanced AIGC
tools excel primarily in handling text and image output, yet there is a
lack of effective AIGC capable of enhancing UX design—a tool serving
the creative process spanning from divergent thinking to convergent
realization (P6).” Despite some participants’ attempts with CAs like
ChatGPT, there still existed limitations such as a lack of empathy
(P3), content fragmentation (P1), and falsification of data (F1, F4, F5,
F11, P1, P2, and P8). As a result, many participants wanted AIGC
tools to help them understand target users and define problems. For
example, three participants expected that AIGC tools could assist
them in understanding target users by analyzing user interview
results (P6, P7), as P6 said, “Manual processing of interview data
is a highly intricate task, and there is a risk of overlooking key in-
formation. Therefore, if AIGC tools can assist with analysis, it could
significantly improve efficiency, potentially capturing nuances such
as users’ emotional fluctuations.”

4.3.2 Expectation 2: Assisting in Evaluating Prototypes and
Effectiveness of the UXDesign. Five participants expressed their
expectations regarding AIGC tools’ involvement in design evalua-
tion, aiming to conduct a thorough scrutiny of oversights before
delivering to development. This was intended to reduce the costs
associated with rework and iterations, especially enhancing indi-
vidual reflection on their designs. For instance, F15 expressed, “In
the current design environment, I expect AIGC tools to help me as-
sess the overall effectiveness of the prototype and predict how much
improvement in product performance my new UX design can create.”
P6 expressed that while he attempted to employ ChatGPT to sim-
ulate users, he would rather “have professional tools to help him
comprehensively understand them.” For example, he proposed that
designers could train AI-powered target users and then ask them
to interact with the testing prototypes and offer design feedback
without needing to recruit real users. P3 also mentioned, “I hope
to understand whether my design has a positive or negative impact
on product performance.” Specifically, he expected that AIGC tools
could comprehend the prototypes, requirements, and additional
documents he provided, guiding him on “how to set up event track-
ing for this design and how to monitor these event tracking.” Once

receiving feedback on the data from the corresponding event track-
ing, he gained insights into the effectiveness of that design portion,
allowing him to draw from this experience in subsequent projects.

4.3.3 Expectation 3: Other Expectations for Future AIGC
Tools. In addition to the specific UX-related expectations, partici-
pants also desired general improvements. Firstly, concerning the
application of AIGC tools for conceptual visualization, participants
expressed a desire for a simpler approach to producing higher-
fidelity images (P8, F2). Additionally, F13, who is engaged in robot
design, expressed that “industrial design places more emphasis on the
study of product appearance compared to software design.” Therefore,
he suggested integrating AIGC tools with specific tools to expedite
the creation of tangible prototypes. In terms of data verification,
many participants expected AIGC tools to automatically provide
the source of generated data to facilitate swift searches and verifi-
cations of data sources (F1, F4, F11, P7). Four participants pointed
out that it was better to reduce the hardware configuration burden
of some AIGC tools, like Stable Diffusion, which currently requires
demanding hardware requirements and intricate installation pro-
cesses.

4.3.4 Expectation 4: Promoting AIGC Learning Among UX
Practitioners through Team-Based Motivation. Fourteen par-
ticipants expressed optimism regarding the future of AI-driven UX
work. Despite acknowledging existing limitations and controversies
about AIGC tools, they asserted that “early learning and access is a
wise choice (F5).” Within the AIGC learning in UXwork, participants
underscored the importance of team motivation. P4 emphasized,
“The team’s efforts can alleviate various usage constraints, such as
shouldering the cost of tool acquisition and enhancing the team’s
atmosphere.” F5 added, “AI necessitates structured, systematic learn-
ing, a prolonged undertaking that demands effective team leadership.”
Additionally, given the current limitations of AIGC tools, the role
of the team became more prominent. At first, some participants
advocated for the team’s active involvement in “specifying and con-
straining the principles of AI usage (P6),”, which could reduce usage
disputes and technical anxiety associated with the integration of
new tools. Furthermore, to alleviate the challenges faced by UX
practitioners with limited AI knowledge, some participants sug-
gested that leaders should recruit members with relevant technical
backgrounds to strengthen the team. Alternatively, active collab-
oration with the technical department was recommended, as P13
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said, “Effective human-AI collaboration relies on the foundation of a
mature and sizable engineering team for support.”

5 DISCUSSION
5.1 The Potential Benefits and Concerns of

Employing AIGC Tools for Conflict
Resolution in UX Collaboration

5.1.1 Potential Benefits of Conflict Resolution. Research on
UX collaboration has demonstrated that debates and conflicts be-
tween UX practitioners and collaborators often stem from factors
such as a lack of mutual understanding of expertise and direct
communication [2, 34, 34, 38, 38, 55]. In this study, we found that
participants employed strategies utilizing AIGC tools to enhance
collaboration and mitigate conflicts. Some participants leveraged
AIGC tools to create rapid visualization of concepts. This process
helps build a common understanding of terms and directions in
UX collaborative communication [30]. In particular, AIGC’s abil-
ity to rapidly generate images simplifies the visualization process
[23, 36, 74], such as saving time in cross-platform materials collec-
tion and enabling some UX designers, who are not proficient at
sketching, to quickly generate visual materials through prompts.
Additionally, some participants stated that AIGC tools provide dif-
ferent perspectives to mediate debates. While prior work suggested
that AI could potentially act as a "coordinator," focusing on neu-
tral, fact-based, unemotional arguments, and as a "perfectionist,"
pinpointing the optimal solutions based on objective criteria in
lab studies [69], our work provided concrete practices in indus-
try such as assisting participants in evaluating interface layouts,
interaction flows, and fulfillment of target user needs, illustrat-
ing the mediator role AIGC tools play. Finally, with the big data
repository and proficient text generation capabilities of CAs like
ChatGPT [22, 82], participants can easily leverage them to under-
stand their collaborators in a given task. For instance, in Section
4.1.1 (3), participants mentioned that they employed ChatGPT to
comprehend collaborators’ challenges in product development, 3D
model creation, and other areas, affirming its efficiency in informa-
tion retrieval. Furthermore, we posit that in contrast to the methods
proposed in previous studies, such as partners actively engaging
in cross-learning to mitigate conflicts [38], rapid comprehension
of task focal points through AI is relatively effective in real-world
scenarios. Participants do not need to expend considerable effort
to acquire the full professional knowledge of collaborators, they
can dedicate their attention to learning or acquiring specific task-
related knowledge through CAs in advance, visualize the concept
through text-to-image AI, and obtain timely data support in dis-
putes (Section 4.1.1). However, this approach to employing AIGC
tools to reduce conflicts has certain limitations, which we will dis-
cuss in the following section. In sum, our findings underscore the
potential of AI in alleviating collaboration conflicts

5.1.2 Concerns of Potential New Conflicts. While highlight-
ing the advantages of AIGC tools in conflict resolution, it is neces-
sary to acknowledge the potential conflicts it may introduce. Some
participants expressed that they sometimes encountered situations
where the quality of AI-generated content surpasses that of collab-
orators. In this situation, they are confronted with the dilemma of

selecting between them. Opting against their peers’ suggestions
risks potential offense to colleagues. Presently, academia lacks an
in-depth exploration of this direction. Further research is warranted
to explore strategies for engaging in discussions with colleagues re-
garding the adoption of either peer advice or AI recommendations
without conflict. Additionally, although we have not yet obtained
collaborators’ exact perspectives, based on prior research, we spec-
ulate that if participants excessively rely on AI, collaborators may
feel marginalized or disempowered [5, 8, 80]. However, it’s worth
noting that these feelings are not absolute. In some studies involv-
ing creative professionals or game industry professionals, many
participants expressed no concerns about being replaced [33, 78].
However, since these studies do not primarily focus on the UX
field, further exploration is necessary to investigate whether there
is potential marginalization of collaborators due to AIGC among
different roles (e.g., UX designers and UI designers, UX designers
and PM) in the UX environment. Another concern is the potential
for bias or errors in AI-generated content, which not only poses
risks in working scenarios but also increases the time for users to
validate data [20, 29, 41, 76]. In collaboration, distrust of generated
data could strengthen collaborators’ skepticism toward UX prac-
titioners’ perspectives, leading to more debate and even conflict.
Therefore, utilizing AI for conflict resolution requires awareness of
its potential risks.

5.2 The Important Role of Teams in Motivating
AIGC Tools Learning and Usage

5.2.1 How Teams Can Motivate Learning and Usage. In our
study, participants underscore the significance of team-motivated
AIGC tools learning. On the one hand, they expressed that integrat-
ingAIGC tools into current UX practices has fostered a collaborative
culture of exploration and sharing within their teams. This collab-
orative learning approach can enhance adaptability and explain
tacit knowledge, facilitating effective responses to similar scenar-
ios in the future [61, 68, 72, 77]. On the other hand, participants’
expectations for the AIGC tool development also emphasized the
crucial role of team leadership. Initially, concerning the acquisi-
tion of AIGC tools, participants believed that team support could
mitigate usage constraints, cover acquisition costs, and provide
professional technical assistance. Subsequently, regarding AIGC
utilization and oversight, participants advocated for team leaders
to establish rules and limitations on AI use. This is primarily due
to the challenges and ethical dilemmas associated with AIGC tools.
For instance, in Section 4.1.2, participants expressed concerns about
new conflicts arising from skepticism about AIGC. Additionally,
practitioners may overly rely on AI, potentially accepting deci-
sions without verification [6]. Furthermore, previous studies have
highlighted other challenges posed by AIGC, such as contentious
intellectual property rights of AI-generated content [27], and pri-
vacy and security concerns associated with AIGC tool usage [14].
Therefore, in light of these limitations, it becomes incumbent upon
team leaders to address the needs of their members and employ
targeted measures to aid in the effective acquisition and utilization
of AIGC tools. For instance, they should establish pre-defined reg-
ulations and guidelines for acquiring and utilizing AIGC tools to
regulate team members’ dependence on these tools. Additionally,
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they should vigilantly monitor the impact of these tools among
team members, fostering an environment conducive to collabora-
tive learning and knowledge sharing. However, the establishment
of reasonable AIGC tool learning and usage patterns by teams re-
mains a direction that requires widespread exploration, especially
following the gradual deeper integration of AIGC into UX practice.

5.2.2 The Gradual Transition of Individual Roles to Team
Leadership. We observed that UX practitioners proficient in AIGC
usage or displaying a significant passion for AIGC tools progres-
sively assumed the roles of instructors and leaders. Some partici-
pants willingly offered recommendations or guidance to team mem-
bers in AIGC learning. There may have been a shift in identity,
where they were not just improving AI knowledge and skills but
also deriving motivation and a sense of achievement from fostering
learning and collaboration [3, 46]. While it remains unclear to what
extent this identity shift may impact the professional development
and UX team [49, 51], given that these members actively follow AI
updates in real-time and understand the nature of UX work and the
details of working with AI as UX practitioners, we hypothesized
that involving these participants in the management of AIGC tools
learning and utilization in UX team can improve team learning effi-
ciency. This hypothesis warrants further exploration and validation
in subsequent relevant studies.

5.3 Implications of UX Practitioners’ Future
Expectations of AIGC Tools

Understanding user needs and evaluating prototypes in UX design
is important. In this study, participants expressed their expecta-
tions of the development of AIGC tools to assist in understanding
target users and evaluating prototypes. However, our literature
review reveals that many studies have already sought to assist prac-
titioners in understanding target users and prototype evaluation by
developing AI-driven tools. For example, to understand target users,
some researchers explored utilizing AI to analyze vast quantities
of textual and video data, mitigate the time-consuming nature of
manual text processing by designers, and supplement missing user
information [15, 39, 52]. Secondly, some researchers have devel-
oped AI-driven tools to extract intricate user data by observing and
documenting user behavior [84]. In terms of prototype evaluation,
researchers leveraged AI-powered tools for automatic UX evalua-
tion [16, 28, 37, 54], as well as exploring human-AI collaborative
approaches by visualizing ML-driven features that are indicative of
usability problems [17, 70]. In addition to the research field, several
commercial tools have incorporated AI features to support user
understanding and prototype evaluation. For example, AI Insight
Summary 2provides users with interactive, powerful data analy-
sis on demand by leveraging AI to automatically summarize and
identify key information in verbal and behavioral data. Syntheti-
cusers 3 and Userdoc 4 provide AI-simulated users to help designers
understand requirements and evaluate designs. VisualEyes 5 gen-
erates attention heat maps and preference tests for designers to
evaluate the design of the interface. However, these research-based

2https://www.usertesting.com/blog/ai-insight-summary
3https://www.syntheticusers.com/
4https://userdoc.fyi/
5https://www.visualeyes.design/

and commercial tools developed for UX workflows were not widely
adopted by our participants working in the industry. They tended
to use more general tools like ChatGPT despite being aware of
its limitations, such as privacy concerns and incorrect responses.
We speculate that one reason for this phenomenon may be that
ChatGPT offers advantages such as efficient multi-modal semantic
understanding and text generation, a straightforward interaction
mode, and creativity [82], making it more user-friendly and acces-
sible. Additionally, it can fulfill various user needs within a single
platform, which is popular for users [19, 53]. For instance, in our
study, users utilized ChatGPT to gather information about collab-
orators and simulate user interactions. Given the limitations of
ChatGPT, future work could explore integrating its capabilities into
research tools to create a more powerful platform to support UX
practitioners. Future work is also warranted to raise awareness of
UX-focused commercial tools and investigate why these are not
more widely adopted by UX practitioners.

6 LIMITATION AND FUTUREWORK
Participants recruited for this study did not encompass all possible
roles within the UX field, such as usability test moderators, and the
distribution of types of UX roles was not balanced. In addition, most
of the experimental data were concentrated on the participants’
recollections, which introduces the possibility of retrospection bias,
potentially affecting the accuracy and objectivity of the reported
experiences. To mitigate this limitation and enhance the robust-
ness of the findings, future studies should consider incorporating
a mix of data collection methods, including observation and logs.
Moreover, in this study, we solely investigated the social dynamics
of collaboration among UX practitioners utilizing AIGC. Future
research could center on examining the perception of AIGC among
UX practitioners who lack familiarity with AIGC tools or who have
discontinued their use after initial adoption. In addition, given the
potential shift in UX collaboration dynamics that may accompany
the update of AIGC tools, it would be interesting to explore how
the impact of AIGC tools evolves as they become increasingly inte-
grated into the UX workflow.

7 CONCLUSION
We conducted focus groups and semi-structured interviews to un-
derstand the impact of AIGC tools integration on social dynamics
in UX collaboration and the expectations of UX practitioners for
the development of future AIGC tools and teams. Based on the
responses of 26 participants who had varying UX experience and
worked in different Chinese design industries, we found that the
impact of AIGC tools integration on social dynamics in UX col-
laboration manifested in two ways. At first, AIGC tools mitigated
conflicts by quickly visualizing concepts, providing evaluation per-
spectives in debates, and assisting participants in understanding
collaborators’ workload. However, they also introduced two poten-
tial new conflicts: the quality of AI-generated content sometimes
surpasses that of collaborators, and skepticism of the reliability of
AI-generated content. Secondly, we also found that AIGC tools pro-
moted a team culture characterized by exploring and sharing. The
role of some participants expanded to instructors and leaders. Fi-
nally, participants’ expectations focused on developing AIGC tools

https://www.usertesting.com/blog/ai-insight-summary
https://www.syntheticusers.com/
https://userdoc.fyi/
https://www.visualeyes.design/
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to enhance understanding of target users and prototype evaluation,
as well as promoting AIGC learning through team-based motiva-
tion. Based on these findings, we discussed in depth the potential
benefits and concerns of using AIGC tools for conflict resolution,
summarized the important role of teams in motivating and manag-
ing AIGC tool learning and use, and proposed several suggestions
for future AI design research. In sum, our work has taken the first
step toward investigating the dynamics of coordinating real-world
UX collaboration through AIGC tools.
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