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The concurrent think-aloud protocol—in which participants verbalize their thoughts when performing tasks—
is a widely employed approach in usability testing. Despite its value, analyzing think-aloud sessions can be
onerous because it often entails assessing all of a user’s verbalizations. This has motivated previous research
on developing categories to segment verbalizations into manageable units of analysis. However, the way
in which a category might relate to usability problems is currently unclear. In this research, we sought to
address this gap in our understanding. We also studied how speech features might relate to usability problems.
Through two studies, this research demonstrates that certain patterns of verbalizations are more telling of
usability problems than others and that these patterns are robust to different types of test products (i.e.,
physical devices and digital systems), access to different types of information (i.e., video and audio modality),
and the presence or absence of a visualization of verbalizations. The implication is that the verbalization and
speech patterns can potentially reduce the time and effort required for analysis by enabling evaluators to
focus more on the important aspects of a user’s verbalizations. The patterns could also potentially be used
to inform the design of systems to automatically detect when in the recorded think-aloud sessions users
experience problems.

CCS Concepts: • Human-centered computing → Usability testing;

Additional Key Words and Phrases: Concurrent think-aloud, usability testing, verbalization, verbalization
categories, speech features, silence, verbal fillers, sentiment, speech rate, loudness, pitch, usability problems

ACM Reference format:

Mingming Fan, Jinglan Lin, Christina Chung, and Khai N. Truong. 2019. Concurrent Think-Aloud Verbaliza-
tions and Usability Problems. ACM Trans. Comput.-Hum. Interact. 26, 5, Article 28 (July 2019), 35 pages.
https://doi.org/10.1145/3325281

1 INTRODUCTION

A product’s design can critically impact its user experience. If a device is poorly designed, people
may stumble. If a website is difficult to navigate, people may seek alternatives. Thus, it is im-
portant that products are iteratively designed and tested prior to their release. The think-aloud
protocol is a widely used and highly valued usability testing method that is often used in iterative
design to help ensure that products work as intended [30]. While thinking aloud, participants are
asked to verbalize their thoughts when working on a task; this enables evaluators to learn about
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problems encountered by potential users and gain insights that cannot be easily obtained from
mere observations [9, 46].

Despite the value of conducting think-aloud sessions, analyzing them is an involved process that
entails reviewing sessions, often repeatedly, to pinpoint when users are encountering problems.
Because usability evaluators often face time pressure, it is not unusual for their analysis reports
to be left incomplete [32]. This has motivated researchers to formulate classification schemes that
decompose a user’s verbalizations into more manageable segments for later analysis. For exam-
ple, a systematic study by Cooke concludes that the participants’ verbalizations (i.e., utterances)
in think-aloud sessions could be characterized by four categories: reading (i.e., regurgitating in-
structions or texts on the user interface), procedure (i.e., describing one’s actions), observation
(i.e., making remarks), and explanation (i.e., motivating one’s behavior) [9], which were further
validated by Elling et al. [10]. In this work, we examine if the occurrence of certain categories of
verbalizations can indicate when users experience problems during think-aloud sessions.

In addition to what people say (i.e., verbalizations), how people say it (e.g., pitch, speech rate) can
also reveal their feelings, mood [36], signs of high cognitive load [15, 45], and levels of confidence
(e.g., [15, 25, 36]). Thus, we also examine if the ways in which users speak during think-aloud
sessions can be indicators of when they experience problems as well.

In this work, we explore the following overarching research question: does what users say (i.e.,
verbalization) and how they say it (i.e., speech features) during think-aloud sessions indicate when
they have experienced a usability problem? As part of this research, we seek to identify verbaliza-
tions and speech features that are most indicative of when problems are encountered. The findings
of our research could potentially be used to inform the future design of systems to automatically
detect when in the recorded think-aloud sessions users experience problems. Furthermore, the
findings of this research could also allow usability evaluators to pay special attention to parts of a
think-aloud session, which contain the verbalization and speech patterns that tend to occur when
users experience problems.

To answer the overarching research question, we designed, conducted, and analyzed two studies.
In Study 1, we first conducted and audio recorded think-aloud sessions. We then recruited usability
evaluators to identify usability problems from these sessions. The findings of Study 1 show that
evaluators are likely to identify usability problems when users’ verbalization and speech features
exhibit certain patterns.

The second study, Study 2, assessed the generalizability of the findings. First, we examined
whether the findings hold on different types of products (i.e., physical devices and digital systems).
Second, we examined whether having access to additional information (i.e., video recordings of
the think-aloud sessions and visualizations of the verbalizations) would affect when usability eval-
uators identify problems in the think-aloud session recordings.

In the rest of the article, we first describe the background and related work around think-aloud
protocols and verbalizations during think-aloud sessions. We then describe the design and results
of the two studies. To conclude, we discuss key findings that set the foundation for further research
on automatically detecting usability problems based on the patterns in users’ verbalizations and
speech features in concurrent think-aloud sessions and future research opportunities.

2 BACKGROUND AND RELATED WORK

2.1 Think-Aloud Protocols

Ericsson and Simon [11] introduced and developed the theoretical framework for two types of
think-aloud protocols: concurrent think-aloud, in which participants verbalize their thoughts dur-
ing a task and retrospective think-aloud, in which participants verbalize their thoughts after a task.
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Previous research compared concurrent think-aloud with retrospective think-aloud and found no
difference in terms of task performance [33] or the total number of problem discovered [22]. In a re-
cent survey study, McDonald et al. found that Ericsson and Simon’s classic concurrent think-aloud
protocol was the most frequently used one in usability testing [41]. Compared with retrospective
think-aloud, classic concurrent think-aloud is considered to be more efficient, easier to perform and
moderate [2], avoids biases arising from post-task rationalization [22, 41], and has been shown to
have negligible influence on participants’ behavior [17]. Relaxed concurrent think-aloud, in which
evaluators actively probe or ask users questions [14, 41], is also used in practice, because it helps
encourage users to verbalize their thoughts (e.g., [16, 50]). However, there has been much debate
about whether relaxed concurrent think-aloud might impact user behavior (e.g., [2, 17, 28, 47]) and
performance, in terms of accuracy and time. For example, some found that using relaxed thinking
aloud protocol can consume less task time and commit fewer errors than working in silence [48].
Consequently, researchers are divided on the use of relaxed think-aloud protocols (e.g., [4, 17, 24,
38, 40, 47, 48]).

2.2 Verbalizations During Think-Aloud Sessions

In their work, Ericsson and Simon [11] categorized verbalizations during think-aloud sessions
into three levels based on the amount of cognitive processing involved. Level-1 (L1) verbalizations
occur when the thoughts being verbalized are in the person’s present focus of attention and stored
in verbal form. Level-2 (L2) verbalizations occur when the thoughts being verbalized are in the
person’s focus of attention but are stored in non-verbal form. Level-3 (L3) verbalizations require
users to access their long-term memory, involving additional mental processing that may influence
their focus of attention. For example, requesting explanation from participants will result in L3
verbalizations, which in turn could change the participants’ task performance [6, 7]. Only L1 and
L2 retrieve data from working memory and are considered to be valid verbalizations that have not
been altered by external factors.

To encourage participants to make valid verbalizations, previous studies (e.g., [1, 9, 10, 17, 28,
49, 50]) have adhered to a set of guidelines that were proposed by Ericsson and Simon [11], i.e.,
use neutral instruction scripts to avoid bias, conduct practice trial sessions prior to data collection,
and make neutral reminders to remind participants to think aloud when they fall silent. Breach-
ing these guidelines may induce reactivity [13], increase mental workload (e.g., [28, 38]) or cause
changes in participants’ behavior (e.g., [17, 28]). Previous research also confirmed that without
demonstration and practice before an actual think-loud session, participants may fail to report on
their thought processes frequently or thoroughly [5]. We thus closely adhered to these guidelines
when conducting concurrent think-aloud sessions in the two studies of this research.

2.3 Verbalization Categorization

Early work from Bowers and Snyder found that most verbalizations during classic concurrent
think-aloud sessions were descriptions of participants’ onscreen behavior [4]. Cooke later sys-
tematically studied the categories of verbalization produced during classic concurrent think-aloud
sessions and identified four main categories as follows: reading, procedure, observation, and ex-
planation [9]. Elling et al. later confirmed that these four categories covered the majority (over
80%) of verbalizations and added an additional category, which was specific to the tasks used [10].
Zhao and McDonald proposed a more detailed categorization that could be mapped to Cooke’s
four categories (e.g., “action description” corresponds to “procedure,” “result evaluation,” “user
experience,” and “recommendation” corresponds to “Observation”) [49]. Later research examin-
ing verbalizations of think-aloud sessions (e.g., [16, 20, 29, 50]) often cited Cooke [9] and Zhao
and McDonald’s categorizations [49]. In this work, we use Cooke’s four categories and extend the
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current literature by exploring how these categories relate to usability problems in classic concur-
rent think-aloud sessions.

2.4 Speech Features

Speech features may be useful in identifying usability problems. For instance, the literature has
shown that participants may still actively think even when they fall into silence [9] or use verbal
fillers (e.g., “um,” “ah”) [8–10] during a classic think-aloud session. Speech features regarding how
people speak can reveal their feelings, mood [36], and signs of high cognitive load [15, 45]. For
example, sentiment relates to how a user feels, and hesitation in speech (e.g., using more verbal
fillers) and a slower speech rate are associated to an increased cognitive load [15, 45] while inter-
acting with a product. Users may compensate for the increased mental demand by directing more
attention toward the task at hand, causing them to slow their speech, fall into complete silence
[11, 37] or decrease the volume of their voice [9, 10]. Similarly, the pitch of the user’s voice may
become higher when users are excited or surprised. In this research, we explore how sentiment, si-
lence, verbal fillers, speech rate, loudness, and pitch may be used by evaluators to identify potential
usability problems.

3 STUDY 1: VERBALIZATION PATTERNS AND USABILITY PROBLEMS

Study 1 examined how verbalizations and speech features could be used to identify usability prob-
lems. The study consisted of two phases as follows: one to curate a dataset of think-aloud sessions
and one to assess how verbalizations and speech features were used to analyze those sessions. In
the first phase, we first conducted and recorded think-aloud sessions. In the second phase, we re-
cruited usability evaluators to identify usability problems by reviewing these think-aloud sessions.
Each evaluator was provided with a tool for reviewing a session’s audio recording, for visualizing
verbalizations and speech features, and for logging usability problems and the speech features used
to identify the problems. As it is not uncommon for usability evaluators to transcribe recorded ses-
sions in practice, our tool also visualized the transcripts for the sessions to explore how evaluators
might leverage them. At the end of the study, we conducted semi-structured interviews to further
understand how evaluators made use of the tool, verbalizations and speech features to identify
usability problems.

3.1 Think-Aloud Data Collection

3.1.1 Participants. We recruited eight participants (five females, aged 19–24) from a student so-
cial group at a local university to participate in think-aloud sessions. To reduce any language issues
that might interfere with their verbalization process, all participants were native English speakers.
Participants had diverse background, including design, life science, cell biology, cognitive science,
computer science, occupational therapy, psychology, and cinema studies. This diverse background
was chosen to reduce the biases inherent to any discipline. Each participant was compensated with
$20 for the hour-long study.

3.1.2 Procedure. We followed Ericsson and Simon’s guidelines when conducting think-aloud
sessions [11]. First, the moderator described the study details to the participant and played a short
online video tutorial [31] on the think-aloud protocol. Afterwards, each participant was asked to
perform three think-aloud sessions, using the primary functions of three devices, as follows: to set
an alarm clock to ring one hour from now, program a multi-function coffee machine (De’Longhi
BCO264B) to prepare two cups of strong-flavored drip coffee for 7:30 in the morning, and program a
universal remote control (RCA RCRN03BR) to operate a DVD player. The alarm clock was given as
a practice trial to help participants practice thinking aloud. The coffee machine and the universal
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Table 1. Tasks for Two Devices Used in Think-Aloud Sessions

Device Tasks
Coffee machine Program the coffee machine to make two cups of strong flavor

drip coffee at 7:30 in the morning.
Universal remote control Program the universal remote control to operate a DVD player.

remote control were chosen particularly because they were representative of devices that people
may use on a regular and occasional basis, respectively. All participants had not used these specific
device models prior to the study. We counter-balanced the ordering of the two devices given to
participants to ensure that there were an equal number of participants using each device first.
For each think-aloud session, participants were given the device, a hard-copy of its instruction
manual, and the task to perform. Table 1 shows the tasks, which involved using each device’s
primary functions. For the universal remote task, participants were also given a DVD player, and
a TV that connects to the DVD player to carry out the task.

All think-aloud sessions were audio recorded. Because each participant performed two think-
aloud sessions using two devices, there were a total of 16 think-aloud sessions, which formed the
dataset for further analysis. The average duration of the sessions was 891 seconds (SD = 222)
for the coffee machine and 649 seconds (SD = 100) for the universal remote control. The average
duration of all sessions was 770 seconds (SD = 208).

3.2 Analysis of Think-Aloud Sessions

3.2.1 Participants. We recruited 16 participants (12 females) as usability evaluators to analyze
the think-aloud audio recordings that were collected in the previous step. Ages ranged from 20 to 28
(M = 24, SD = 2). Two participants worked in the industry as UX evaluators and other participants
were graduate students in UX programs or senior year undergraduate students who had previously
taken UX courses at the university. All participants had previously conducted and analyzed think-
aloud sessions and reported the number of projects, as part of a job, an internship or a course, for
which they had employed the think-aloud method is as follows: 1–5 projects (12), 6–10 projects
(2), and >10 projects (2). The overall experience of our evaluators was relatively less compared to
usability evaluators who have worked in the industry for years. These participants are referred
to as usability evaluators to distinguish them from those who participated in the think-aloud data
collection.

3.2.2 Study Design. We counter-balanced the think-aloud sessions assigned to each usability
evaluator so that (1) each usability evaluator analyzed two think-aloud sessions for distinct devices
and users; (2) half of the usability evaluators began the study with a coffee machine think-aloud
session. With this study design, each think-aloud session was analyzed by exactly two usability
evaluators. Table 2 shows the counter-balancing scheme employed by the study.

3.2.3 Verbalization Categorization and Voice Features Extraction. In our pilot study, we exper-
imented with automatic speech recognition (i.e., Web Speech API [43]) to generate transcripts of
think-aloud sessions and found that it lacked accuracy and we had to devote substantial effort in
correcting automatic transcription errors. Thus, in this study, we manually transcribed all think-
aloud recordings.

Two coders followed a similar approach used in previous work [9, 10] to divide each audio
recording into small audio segments and assign each audio segment with one of the four verbal-
ization categories as follows: reading, procedure, observation, and explanation. The four categories
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Table 2. The Counter-Balancing Scheme (p1–p8 Denote the Participants’ ID

in the Think-Aloud Data Collection)

Evaluator ID
1st session 2nd session

Evaluator ID
1st session 2nd session

Coffee Universal Universal Coffee
machine Remote Remote machine

1 p1 p2 9 p1 p5
2 p3 p4 10 p3 p7
3 p5 p6 11 p2 p6
4 p7 p8 12 p4 p8
5 p2 p3 13 p5 p2
6 p4 p5 14 p7 p4
7 p6 p7 15 p6 p1
8 p8 p1 16 p8 p3

were based on the literature [9] and adjusted slightly to better fit our tasks: Reading (R): read
words, phrases, or sentences directly from the device or instructions; Procedure (P): describe his/her
current/future actions; Observation (O): make remarks about the device, instructions, or themselves;
Explanation (E): explain motivations for their behavior. The beginning and end of an audio seg-
ment was determined by pauses between verbalizations and the content of these verbalizations,
following the same procedure used in the literature [9, 10]. Each audio segment corresponded to
a verbalization unit, which could include single words, but also clauses, phrases, and sentences.

We assessed the level of agreement between the two coders by computing the inter-rater
reliability (IRR) for a single think-aloud session. The IRR score came out to be sufficiently high
(Cohen’s kappa: k = 0.91). For the audio segments that the coders labeled differently, they dis-
cussed and resolved disagreements. The remaining audio recordings were then labeled separately
by the two coders.

We computed six voice features from each think-aloud audio recording: sentiment, speech rate,
loudness, pitch, silence, and verbal filler. The sentiment of each audio segment was computed using
VADER [21], a state-of-the-art sentiment analysis model. To compute the speech rate for each
audio segment, we divided the number of words spoken in an audio segment by the segment’s
duration. Loudness (dB) and pitch (Hz) was computed using the speech processing toolkit Praat
[51]. We manually labeled the start and end times of each period of silence and verbal filler. These
voice features and the verbalization category labels were loaded and displayed in a tool that we
created to assist usability evaluators to identify and log usability problems.

3.2.4 Tool for Analyzing Think-Aloud Sessions. We built a tool to assist usability evaluators to
analyze and log the usability problems that they identified. The definition of a usability problem
that we adopted was “anything that interfered with a user’s ability to efficiently and effectively
complete tasks” [23] and asked evaluators to consider any aspect of the products that might cause
confusion, frustrations and/or hamper the user’s ability to use them. Figure 1 shows the tool’s
interface. The left panel (a) visualizes the transcript of a think-aloud session. The right panel (b)
visualizes the six voice features and the verbalization categories for all the audio segments in the
think-aloud session recording. The right panel (c) provides functions to log the identified usability
problems.

Clicking on any point of a feature panel brings the audio to the corresponding timestamp and
subsequent pressing of the ESC key plays the audio from that timestamp. Dragging the cursor on
any feature panel highlights a portion of the visualization. The background color of the selected
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Fig. 1. The tool for evaluators to analyze a think-aloud session (center). It visualizes the transcript of the

recording on the left panel (a), one line per audio segment labeled with a verbalization category. The seven

audio features are represented as charts on the right panel (b), which is enlarged and shown in the top

window. Highlighting any part of a chart will highlight the corresponding transcript on the left panel. The

bottom of the tool (c) allows an evaluator to describe usability problems that they identified and the features

(i.e., category, silence, verbal fillers, sentiment, speech rate, loudness, pitch, and transcript) that indicate

these problems.
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Fig. 2. The Visualization of the silence (the colored bars) before and after selecting a silence length filter.

Table 3. The Frequency and Percentage of Audio Segments Labeled

with Each Verbalization Category

Device
Verbalization category

Reading Procedure Observation Explanation
Coffee machine 276 (29%) 235 (25%) 371 (40%) 52 (6%)

Universal remote 185 (28%) 177 (27%) 256 (39%) 33 (5%)
All devices 461 (29%) 412 (26%) 627 (40%) 85 (5%)

portion in all features panels turns grey to indicate the highlight. After highlighting, pressing ESC
plays the audio from the start of the highlighted portion. Because longer periods of silence may
reveal different information about the verbalization than shorter ones, the tool also provides five
length filters (>1s, 3s, 5s, 10s, and 15s) to allow usability evaluators to selectively focus on longer-
or shorter- durations of silence (Figure 2).

The bottom of the tool provides functions for logging usability problems. To ease the logging
of the start and end time of a usability problem, the tool automatically detects and fills these
two timestamps whenever usability evaluators highlight a portion of any chart or the transcript.
Inspired by previous work [26, 27], we used a structured problem report that included a description
of the user problem, the problem’s context and verbalization features that indicated the problem.
Specifically, the text fields and checkboxes at the bottom of the UI allows evaluators to describe
usability problems and select the verbalization features that they used to identify problems. To
better visualize the temporal relationship between usability problems and all visualized features,
a colored segment will be visualized on the “Problem” timeline (between the panel (b) and (c) in
Figure 1) when a usability problem is added.

3.2.5 Procedure. Prior to the start of the study, the facilitator showed each evaluator the prod-
uct that the think-aloud user used in each recording, and informed them the functions of the
product, and the task that the think-aloud user was working on. Then, the facilitator asked the
evaluator to identify and log the problems that users were experiencing in the audio recordings
and the features that guided them to identify the problems using the tool (Figure 1). The facili-
tator introduced the tool’s function, how to use it, and then gave each evaluator a few minutes
to familiarize themselves with the tool. Each evaluator had a maximum of 30 minutes to analyze
each of the two think-aloud audio recordings that were assigned to them. After analyzing the au-
dio recordings, we conducted semi-structured interviews to understand how evaluators identified
problems and made use of verbalization features. The entire study lasted for about 1.5 hours. Each
evaluator was compensated with $20.

3.3 Analysis and Results

3.3.1 Number of Labels per Verbalization Category. We quantified the number of times that the
four verbalization categories were used as labels in all 16 think-aloud audio recordings. Table 3
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Fig. 3. The verbalization categories for a think-aloud recording and the problems identified by an evaluator.

displays this information for each device separately and in tandem. Notably, the four categories
were used in similar proportions for both devices.

3.3.2 Problems Used in the Analysis. In total, 273 problems were identified by the usability eval-
uators, particularly 148 in the think-aloud sessions for coffee machine and 125 for universal remote.
Two of the authors validated each problem that was logged, by checking the problem description
and listening to the corresponding audio segment independently. Disagreements were resolved
via discussion. Of these problems, seven were assessed to be invalid because they were either
missing proper problem description or the problem descriptions did not match with the content
of the associated audio segment. We considered the remaining total of 266 problems in analysis.

The average number of problems identified per evaluator for each device is as follow: coffee
machine (M = 9, SD = 3) and universal remote (M = 8, SD = 3). A repeated-measures ANOVA test
with Bonferroni correction found no significant difference in the number of problems identified
between the two devices (F (1, 15) = 3.78,p = .07,η2

P = .20).

3.3.3 Verbalization Categories and the Identified Problems. To explore how verbalization cate-
gories are related to the problems that users experienced, we conducted an analysis of the problems
that were logged by the usability evaluators. First, for each problem logged by an evaluator, we
counted the number of different verbalization categories that fell into the problem’s start and end
times. Figure 3 shows the audio recording of a think-aloud session with labeled verbalization cat-
egories (top) and the problems identified by an evaluator (bottom). For example, the first problem
shown in Figure 3 was associated with three categories (i.e., Procedure, Reading, and Observation),
which occurred once each.

To better understand the correlation between verbalization categories and usability problems,
we computed the precision and recall of each verbalization category in locating usability problems
using the following equations:

precision =
the number of segments labeled as a particular category associated with an identified problem

the total number of segments labeled as the same category in the entire session

recall =
the number of segments labeled as a particular category associated with an identified problem

the total number of segments associated with an identified problem

We used precision and recall as measures because they account for the base rate of each ver-
balization category in a think-aloud session when considering their relationship with usability
problems. Precision and recall can be used to answer the following two questions:

(1) If an evaluator randomly checks a segment labeled with a particular category, what is the
chance of finding a problem?

(2) If an evaluator checks all segments labeled with a particular category, what percentage of
problems could be found?

The greater precision of a verbalization category indicates that evaluators would have a higher
chance of finding a problem by examining a segment labeled as the category and the greater recall
of a verbalization category indicates that evaluators would be able to catch more problems if they
examine segments labeled as the category. Furthermore, to assess the overall relevance of a ver-
balization category with usability problems, we further computed the F-measure, which combines

precision and recall as a single measure using the following equation: 2∗pr ecision∗r ecall

pr ecision+r ecall
. Figure 4
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Fig. 4. Precision, recall, and F-measure of each verbalization category in identifying problems.

Table 4. Precision, Recall, and F-measure of each Category in Identifying

Problems for Each Test Device

Category
Precision Recall F-measure

Coffee Universal Coffee Universal Coffee Universal
machine remote machine remote machine remote

Observation 0.54 0.52 0.40 0.40 0.46 0.45
Procedure 0.47 0.46 0.30 0.28 0.37 0.35
Reading 0.37 0.35 0.23 0.24 0.28 0.28

Explanation 0.29 0.37 0.07 0.08 0.11 0.13

shows the precision, recall, and F-measure of each verbalization category in identifying usability
problems. It shows that while the segments labeled as Observation are the most relevant to usabil-
ity problems, the segments labeled as Explanation are the least relevant to usability problems. The
segments labeled as Procedure or Reading are also relevant to usability problems, but less so than
the ones labeled as Observation and more so than the ones labeled as Explanation.

We computed the precision, recall, and F-measure of the four categories in identifying problems
for each device separately to examine if the trend shown in Figure 4 still holds for different devices.
Table 4 shows these measures for each device respectively. The numbers in each column under
each one of the three measures in Table 4 generally decrease, which indicate that the same trend
we observed in Figure 4 largely holds for each device separately.

To understand how evaluators used the combination of verbalization categories in identifying
problems, we further computed the precision, recall, and F-measure of twelve pairs of verbaliza-
tion categories in identifying problems. For example, the pair “R-O” refers to one Reading category
segment or an uninterrupted sequence of the Reading category segments followed by one Obser-
vation category segment or an uninterrupted sequence of the Observation category segments. The
category pairs are mutually exclusive. Table 5 shows the results, which suggest that the verbaliza-
tion pairs that are most relevant to usability problems typically contain the Observation category
and the verbalization pairs that are least relevant to usability problems contain the Explanation
category. Comparing Tables 4 and 5, we can see that the Observation category was more relevant
to usability problems than any verbalization pairs.

3.3.4 Speech Features. Usability evaluators also selected the features that guided them in find-
ing usability problems using the tool (Figure 1). Figure 5 shows the number of times that each
feature was used by all evaluators. Category and sentiment were among the most highly-used
features, while pitch and loudness were among the least. A repeated-measures ANOVA with
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Table 5. Precision, Recall, and F-measure of the Verbalization

Category Pairs in Identifying Problems

Verbalization category pair Precision Recall F-measure
R-O / O-R 0.27 0.46 0.34
P-O / O-P 0.26 0.33 0.29
P-R / R-P 0.21 0.11 0.15
O-E / E-O 0.30 0.05 0.08
P-E / E-P 0.18 0.04 0.06
R-E / E-R 0.16 0.01 0.02

Fig. 5. The number of times that each feature was used by evaluators for finding usability problems.

Bonferroni correction found no significant difference between the features except the following:
pitch and transcript (p = .04), loudness and transcript (p = .008). In addition to the speech fea-
tures, evaluators often frequently used the transcript in their analysis.

3.3.5 Qualitative Feedback. Two researchers transcribed the interviews and coded the tran-
scripts independently. They then discussed to consolidate their codes. In this section, we present
the key findings to provide a deeper, more detailed understanding of how evaluators used verbal-
ization and speech features to identify problems that users experienced.

Verbalization category. Evaluators underscored that the Observation category was most indica-
tive of problems (“Observation describes how the users were feeling and how they commented their
confusions”-ev6). Some evaluators relied on segments labeled Observation to help them focus on
finding problems quicker (“I know that most of the problems aren’t going to be in Reading or Proce-
dure. Instead, they would be in Observation.”-ev15). Moreover, some found that Observation audio
segments with a long duration or sometimes contained some explanations signaled a problem
(“When users are confused, they do a lot more Observations and sometimes explanations. You’ll see
less of the Reading and Procedure.”-ev7). Evaluators also noted that Observation category contained
a diverse amount of information, which is not necessarily related to problems (“It could be users
expressing a problem but could also be them commenting something worked”-ev1). These feedback is
consistent with the quantitative measures in Section 3.3.3.

Evaluators generally thought that the Reading category was tied less to problems, mainly be-
cause “reading was just users reading instructions”-ev13. On the other hand, some evaluators noted
that the Reading category was still useful in indicating problems. For example, a user who is con-
fused about a set of instructions may repeatedly regurgitate them (“I noticed that if they were
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confused, they tended to read the instructions more. If they knew what they would do, they would
intuitively work through it.”-ev1; “Repetitions mean that they try to say or do the same thing over
and over again in a short period of time. When someone is experience difficulties, you might see such
repetitions.”-ev7).

While the Observation category was the most useful one for identifying problems, evaluators
emphasized that category combinations were helpful in providing context as to why users were
encountering problems (“When the problem presents itself, it is usually in the Observation category.
But the real problem was usually already there for a while. You need to go back and read or listen
to the segment before the Observation to understand the context.”-ev13; “Reading becomes important
to understand a comment when the user expressed an Observation after Reading, such as ‘oh, I don’t
understand. . . ’”-ev10).

Sentiment. When using sentiment, evaluators mostly focused on audio segments with negative
sentiment (“I mostly checked the low part of the sentiment chart. When they are unsatisfied or con-
fused, they naturally tend to say negative words, which would be the low part of the chart.”-ev15).
Evaluators gauged user sentiments by examining the transcript as well (“Sentences with negative
sentiment, such as ‘it sucked,’ were the ones that I tried to find while reading the transcript. The senti-
ment is important but having to looking at the transcript and sentiment chart at two different places
is a bit distracting.”-ev2).

Apart from using negative sentiment as a place to look for problems, evaluators also paid atten-
tion to sudden changes in sentiment (“‘I feel like they should do that unless. . .Oh, No, OK.’ When
there are two words back and forth that one is negative and the other one is neutral or positive. It
means that they changed their tone immediately, which usually indicate their confusions”-ev14). In
essence, abrupt transitions in sentiment might be Eureka moments (or Aha! moments) for the user
[3], i.e., the sense of suddenly coming to an understanding of a concept that was previously con-
fusing. In usability testing, Eureka moments might imply that a product does not follow users’
intuitions and is likely not easy to use.

Evaluators also noted that a shortcoming of the sentiment voice feature is that it is based solely
on the contents of a verbalization (i.e., what was said) and does not give insight into how such
verbalizations are made (“It is possible that the same content can mean different things until I lis-
ten to it.”-ev1). As a result, the sentiment feature was sometimes inaccurate because it failed to
consider one’s tone of voice, which may at times be more telling of a user’s emotions rather than
what was verbalized, as in the case when users are being sarcastic. For example, sentences like “oh,
that’s helpful” may be negative in actuality, but be classified as positive using the text-based sen-
timent analysis approach. Thus, evaluators suggested that listening to the audio can be important
in assessing the true sentiment of a sentence.

Verbal fillers. Some evaluators mentioned that users would use more verbal fillers right before
and during the presence of problems. Rather than using the verbal filler chart, evaluators reported
that they primarily used the transcript to look for the verbal fillers. Many evaluators had expressed
a desired to have the verbal fillers be more visually salient in the transcript, such as by highlight-
ing them. Evaluators also noted that they could not rely only on verbal fillers in making judg-
ments about usability problems, as people’s use of them can vary widely: some people may use
verbal fillers sparingly, while some people may use them habitually. To gain a sense of users’ man-
ner of speech, evaluators suggested engaging in a conversation with them prior to a think-aloud
session.

Words such as “what?” “where?” and “how?” were also considered to be verbal fillers and evalua-
tors found them to be useful in identifying audio segments with problems (“There are certain things
that you can say to show your confusion without literally say ‘I’m confused.’ For example, you may
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use ‘huh’ or ask questions, like what? Where? These words mean that you are confused. Otherwise,
you wouldn’t be asking questions.”-ev14).

Speech rate. Like verbal fillers, speech rate varies from individual to individual and is therefore
difficult to use as a telltale sign of usability issues. In spite of this, some evaluators noted that a
lower-than-normal speech rate may indicate that users were thinking, confused, or interpreting
instructions (“I looked at parts of the chart that were below the average, because when the user in
the first session I analyzed had a problem, she spoke slower.”-ev5). Moreover, a higher-than-normal
speech rate could also indicate problems. One evaluator mentioned that the user of one think-aloud
session was reading the instructions very fast when she had trouble finding the right content.
However, high speech rate can be unreliable, since users may speak quickly even though they are
not encountering problems.

Silence. Evaluators also made use of periods of silence in verbalizations as a sign of usability
issues. In particular, evaluators took advantage of the filtering function (Figure 2) to look for pro-
longed periods of silence (>3s) that may suggest user confusion (“I felt that with 1 second filter, there
are too many left. With 3 seconds, there are reasonable number of silences for me to analyze.”-ev9).

Similar to speech rate and verbal fillers, relying primarily on silence could result in making false
conclusions. Users may fall silent for reasons other than usability issues, such as when they are
operating a machine, thinking, or when quietly reading or comprehending instructions. To gain
contextual information, evaluators reported examining audio segments occurring just before and
after silent periods.

Pitch and loudness. Pitch and loudness were the least used features. Evaluators felt that it was
difficult to detect patterns in the pitch and loudness charts since they did not have much mean-
ingful variation (“The chart was mostly the same kind of looking, so it’s hard to tell exactly what’s
meaningful.”-ev5). They, however, still believe that pitch and loudness can be useful to assess a
user’s level of confidence or the state of confusion, such as when users speak more quietly or raise
their pitch (“When users are losing confidence in what they are doing, the loudness of their voice tends
to be lower.”-ev6; “Whenever a user ends a sentence with a higher pitch like asking questions, it has
always been that he is confused.”-ev14).

Transcript. Evaluators reported that having access to audio transcripts saved time because it “got
more into users’ head”-ev2 and allowed them to attend to important or interesting verbalizations
without having to listen to the audio recording all the time. For example, they noted that they
could easily skip irrelevant audio segments (“I skipped [listening to] the parts that I knew were just
them describing what they were doing.”-ev1) and focus on problematic segments (“I highlighted the
part in the transcript that seems to be a problem and then listened to the audio and analyzed the charts
on the right.”-ev5). This feedback is consistent with the log data, which showed that on average,
evaluators only listened to 70% of the think-aloud audios.

Evaluators also expressed that the transcript helped identify verbal fillers and other remarks
made by participants that were signs of usability problems, such as “I’m going to start this over
again or I’m stuck”-ev9.

3.4 Summary

We present and discuss the findings about how verbalization categories and speech features relate
to usability problems in this subsection.

Verbalization categories. As evidenced by this study, usability evaluators benefitted from hav-
ing access to an audio recording’s verbalization categories. Firstly, our results revealed that audio
segments with the Observation category were more indicative of usability problems than other
categories, presumably because these audio segments often described a user’s concerns about a
product or their behavior. Additionally, the Reading category helped to pinpoint places where
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users had difficulties in making sense of instructions, as they would spend long periods of time
reading instructions; often repeating the same set of instructions over and over again. Segments
categorized as Procedure, as in prior work [29], helped evaluators understand and assess the ease
at which users could follow a set of instructions.

Verbalization categories were also helpful in finding contextual information to understand the
problems faced by users, particularly segments categorized with Reading or Procedure, as these
segments described actions that users attempted to perform.

The segments that were least associated with problems contained the Explanation category. One
reason could be that the audio segments with this category were low in general (5%). This number
is in line with those reported in previous studies (e.g., 5% in Cooke’s study and 7% in Elling et al.’s
study), perhaps implying that users tend to not explain or provide motivation for their behavior.
One example of an Explanation category segment following a Procedure category segment from a
universal remote control session was as follows: “let’s try Auto Code search, because it says it’s the
easiest method.”

Notably, the pairs that were most closely associated with problems were the combinations of
Observation (O) with either Reading (R) or Procedure (P). In particular, the accumulated recall of the
top four pairs (R-O, O-R, P-O, O-P) was 0.79, which suggests that evaluators could find 79% of the
problems when examining these pairs. This is perhaps because the context information provided
by Reading or Procedure segments is needed to understand problems in Observation segments. In
the ideal case where no problems are encountered, a user’s verbalizations should alternate between
Reading and Procedure. We posit that such pairs, in which users deviate from reading and perform-
ing procedures to make an observation, indicate that they may be facing difficulties. In addition,
the likelihood that users are facing difficulty increases with the amount of deviation from reading
and performing procedures to make an observation. However, further investigation is needed to
confirm this speculation.

As shown in this study, the Observation category was the greatest telltale sign of problems, with
around half of all audio segments containing the Observation category label being tied to a usabil-
ity problem (see the precision values shown in Table 4). This result implies that with a roughly
50% rate of accuracy, usability evaluators can identify problems when randomly examining a seg-
ment labeled as the Observation category. As the recall values for the Observation category were
also around 0.5, usability evaluators would find around half of the usability problems if they only
focused on segments labeled as the Observation category. The implication is that although the Ob-
servation category is the greatest telltale sign of problems, usability evaluators should also leverage
other information to increase the chance of identifying usability problems. For example, for greater
reliability when examining Observation segments, many evaluators suggested combining Obser-
vation and negative sentiment information, on the grounds that if an Observation segment is about
something working as expected, the corresponding sentiment would not be negative. However, as
text-based sentiment analysis is inaccurate, this approach still requires evaluators to refer to the
corresponding audio segments.

Voice features. Evaluators found that all the voice features were useful, especially sentiment.
They often used sentiment together with category (e.g., the Observation category and negative sen-
timent) to quickly focus on interesting segments of the transcript or audio. Regarding the visual
design of the tool, evaluators expressed a desire for sentiment and verbal filler information to be
combined with the transcript, as opposed to being visualized in separate charts, as integrating
these features may reduce the spread of their attention on the tool’s user interface. Evaluators
also proposed other useful parts of speech that may indicate problems, such as when users ask
questions (i.e., What? Where? How? Huh?). Repetitive patterns, such as reading a set of instruc-
tions over and over again or performing actions repeatedly, also raised red flags.
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Because verbal fillers, speech rate and silence tend to vary from individual to individual, evalu-
ators felt that they would need to speak to the participants to get a sense of their normal speech
patterns in order to use these features. The implication is that although these voice features are
potentially useful to identify usability problems, knowing a user’s colloquial speech habits (i.e.,
the baseline of the voice features) might help evaluators better leverage these features.

4 STUDY 2: GENERALIZATION STUDY

We found the relationship between users’ verbalization, speech features and usability problems in
Study 1. There are three factors in the study design that concern the generalizability of its findings.

1) Physical Devices vs. Digital Systems. In Study 1, physical devices were used for think-aloud
sessions. Digital systems, such as websites, are another type of products that require extensive
usability testing and have been used as test products for think-aloud related research (e.g., [2,
9, 10, 16, 17, 24, 28, 29, 35, 47, 49, 50]). People operate digital systems (e.g., websites) differently
than physical devices. Physical devices have fixed interfaces with a limited number of controls
that the user can interact with. The challenge with completing tasks on physical devices might
be figuring out how to map steps and actions to features and controls. In contrast, digital systems
have a different set of constraints. The challenge here might be finding specific interface features to
satisfy the user’s need. Additionally, limb motion is often required for operating physical devices,
while digital systems require more eye motion and relatively small-scale hand movement (e.g.,
operating a mouse).

2) Verbalizations with Audio Recording vs. Verbalizations with Video Recording. We designed the
Study 1 so that usability evaluators assessed think-aloud sessions from their audio recordings to
avoid the potential influence of other modalities and to better assess the role of verbalizations.
Although evaluators were able to identify problems to a proficient degree from just the audio
recordings, it would be interesting to explore whether including other modalities, such as video,
might have added benefit or change the verbalization patterns that indicate problems.

3) Visualization of Verbalization and Speech Features. In Study 1, usability evaluators had access
to a visualization of verbalizations (e.g., verbalization categories and speech features). This might
have influenced their analyses since the visualizations might have directed their attentions to cer-
tain parts of the sessions more often than others and subsequently led them to identify more or
less problems.

Thus, in this study (Study 2), we sought to answer the following three research questions:
Research Question 1: Are verbalization patterns that signal usability problems different for phys-

ical devices and digital systems?
Research Question 2: Are verbalization patterns that signal usability problems different when a

video recording of a think-aloud session is also provided?
Research Question 3: Are verbalization patterns that signal usability problems different when a

visualization of verbalizations is not provided?

4.1 Think-Aloud Data Collection

4.1.1 Participants. We recruited a new set of participants (N = 8, 4 females, aged 19–26), all
of whom were native English speakers, from student social groups at a local university. Like
Study 1, native English speakers were chosen to reduce language barriers. Participants had
diverse backgrounds, such as biology, creative writing, environmental science, neuroscience, and
pharmacology.

4.1.2 Procedure. The study’s procedure was the same as the first study. The products tested in
this think-aloud data collection included two websites in addition to the two physical devices, the
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Table 6. Tasks for the Two Websites Used in Think-Aloud Data Collection. STM Stands for the National

Science and Technology Museum, and HM Stands for the National History Museum

Websites Tasks
STM Your friend is an 8th grade science teacher. She asks you to check if there are any

available school programs in April at the Science museum. Your task is to find out
whether there are any programs that may be suitable for 8th grade students in
April.

STM Your uncle has an 11-year-old child. One day, the child asks you a question, “what
is it like to be a scientist or an engineer?” You’ve heard that the museum offers
interactive presentations during which children can interact with speakers, who
are scientists. Thus, your task is to find out if there is any such program in March
for an 11-year-old child.

STM You are a college student and are working on an assignment about early
telescopes. Your task is to obtain a photo of an instruction manual, which is for an
early telescope.

HM Your friend is a 7th grade teacher. She is organizing a trip for 30 7th grade
students to the history museum. Your task is to help your friend find an available
program in March for 30 7th grade students.

HM Your friend has a 4-year-old child and is planning to take him to the history
museum. Please help your friend to find out the number of the activities that are
appropriate for a 4-year-old child in March.

HM You are a graduate student and are currently doing research on the topic of first
peoples in Canada. Your task is to search for an essay on the topic.

coffee machine (De’Longhi BCO264B) and the universal remote control (RCA RCRN03BR): a national
science and technology museum (STM) and a national history museum (HM) website. These two
websites were chosen as they represented websites that our participants would potentially be users
of, and they possessed certain number of usability problems, as was determined by a preliminary
heuristic evaluation conducted by the first author. Similar to the tasks in Study 1, we identified
three tasks that covered some of the target websites’ main functions. Table 6 shows the tasks for
each website.

All think-aloud sessions were video- and audio-recorded. Participants performed all website-
based tasks on a 27" 4K monitor, which was connected to a laptop and placed on a desk. All
website-based task sessions were screen captured with a picture-in-picture window of a partici-
pant’s face using a Logitech HD Pro Webcam and the Open Broadcaster Software. The think-aloud
sessions of participants using two physical devices (the coffee machine and the universal remote)
were captured with two wall-mounted cameras, which monitored each participant’s face and hand
movements. For better quality audio, we used a clip-on voice recorder instead of the camera’s em-
bedded microphones and later manually synchronized audio and video streams. Each participant
was compensated with $20 for the hour-long study.

In total, 64 think-aloud sessions were recorded (each participant performed 8 think-aloud ses-
sions: one task for each physical device and three tasks for each digital website). All sessions
ranged from 62 seconds to 1,255 seconds (M = 360, SD = 279). The average duration of the ses-
sions for each device or website was as follows: coffee machine (M = 854, SD = 251), universal
remote control (M = 619, SD = 195), STM(M = 222, SD = 131), and HM(M = 247, SD = 153).
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Table 7. A Balanced Latin Square Design for Four Evaluators

Coffee machine Remote History museum Science and technology museum

Audio + Visualization Video + Visualization Video Audio

Video + Visualization Audio Audio + Visualization Video

Audio Video Video + Visualization Audio + Visualization

Video Audio + Visualization Audio Video + Visualization

4.2 Analysis of Think-Aloud Sessions

4.2.1 Participants. We advertised the study in several local UX/HCI social groups via Facebook
and Slack. We recruited 16 participants (11 females) as usability evaluators to analyze the think-
aloud sessions. Their ages ranged from 22 to 50 (M = 27, SD = 7). Their self-reported professions
were: usability specialist (2), UX designer (2), UX researcher (1), graduate students specialized in
UX (11). All participants had experience with the think-aloud method from their jobs, internships,
and/or graduate course projects. The number of projects for which they had used the think-aloud
method to conduct usability tests was as follows: 1–5 (3 participants), 6–10 (11), and >10(2).

4.2.2 Study Design. We counter-balanced three factors—test products (i.e., the physical devices
and digital websites), modality of think-aloud recordings, and visualization—through a balanced
Latin-square design so that each evaluator analyzed all four of the test products. Evaluators ana-
lyzed two of their sessions with the audio recording. For the other two, evaluators were given the
video-recording, which came with the audio as well. Additionally, each evaluator only had access
to the visualization in two of the four sessions that they analyzed. An example of the assignment
mechanism for four usability evaluators is shown in Table 7. To reduce potential carry-over effect
between test products, we altered their order according to a 4 × 4 balanced Latin-square design
for the rest evaluators. The sessions assigned to each evaluator were also conducted by different
think-aloud participants to avoid potential biases that might occur if they were to analyze the
same think-aloud participant’s sessions more than once. Note that for each website, an evaluator
analyzed three recordings, each one corresponding to a task.

4.2.3 Verbalization Categorization and Voice Feature Extraction. We followed the same process
described in Study 1 to create verbalization categories and the speech features (i.e., silence, ver-
bal fillers, sentiment, speech rate, loudness, and pitch) for each think-aloud recording. All these
features were loaded and displayed on the analysis tool as described in the next section.

4.2.4 Tool’s Interfaces for Different Study Conditions. We updated our think-aloud analysis tool
with a different interface (Figure 6) for each experimental condition (Table 7): Audio, Video, Audio+
Visualization and Video+ Visualization. Figure 6(a) shows the interface when evaluators had access
to the audio recording of a think-aloud session, which included an audio player and controls to
play and pause audio. Figure 6(b) shows the interface when evaluators only had access to the video
recording of a think-aloud session, which included a video player and controls to play and pause
video. Figure 6(c) shows the interface when evaluators had access to both the audio recording of a
think-aloud session and the visualization of verbalizations. The visualization of the verbalizations
was the same as that of Study 1, which include a transcript, a verbalization category chart, and
seven voice feature (i.e., silence, verbal fillers, sentiment, speech rate, loudness, and pitch) charts.
Figure 6(d) shows the interface when evaluators had access to both the video recording of a think-
session and the visualization of the verbalizations. Figure 7 shows a close-up view of the interface
for Video + Visualization.
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Fig. 6. Think-aloud analysis tool’s four interfaces for four different conditions as follows: (a) audio only;

(b) video only; (c) audio + visualization; (d) video + visualization.

Fig. 7. The tool’s interface for Video + Visualization condition. The left two columns are the same as the

Audio + Visualization condition. The right column shows the video recording of a think-aloud session.

In all conditions, usability evaluators were asked to specify the time period during which the
user in the think-aloud session encountered a problem and to describe the problem in plain text
using the logging functions on the interface, which was the same as described in Figure 1. All the
information was automatically saved into a log file.

4.2.5 Procedure. Prior to the start of the study, the facilitator informed each evaluator that the
product that the think-aloud user used, its main functions, and the task that the user was working
on in each recording that the evaluator would analyze. Then the facilitator informed evaluators
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Table 8. The Percentage of Segments Labeled with Each Verbalization

Category for Each Testing Object

Device or website
Verbalization category

Reading Procedure Observation Explanation
Coffee machine 28.4% 28.4% 35.4% 7.8%

Universal remote 29.4% 29.6% 36.9% 4.1%
Science and tech museum 23.7% 30.7% 37.2% 8.4%

History museum 23.0% 35.7% 37.2% 4.1%
All together 26.1% 31.1% 36.7% 6.1%

that they would identify and log the problems that users were experiencing in the recordings using
the tool (Figure 6). Then the facilitator introduced the tool’s functions, explained how to use it, and
gave each evaluator a few minutes to familiarize themselves with the tool. Because think-aloud
sessions varied in length, evaluators were allocated 1.5 times the length of a session to spend on
their analysis. When the evaluator finished analyzing a session or if allocated time was up, the
evaluator was asked to proceed to their next session. The study lasted about 2 hours in total and
each evaluator was compensated with $40.

4.3 Analysis and Results

4.3.1 Number of Labels per Verbalization Category. We quantified the number of times that the
four verbalization categories were used as labels in all think-aloud recordings. Table 8 displays
this information for each device and website separately and as a whole. The results appeared to
be similar to that of Study 1 (see Table 3), despite including digital systems as a testing object and
the new pool of participants who took part in the study. The labels used for the verbalizations
appeared in similar proportions across the devices and websites as follows: (1) roughly 60% of the
verbalizations were about users reading contents (Reading) or describing their actions (Procedure);
(2) the Observation category was the most popular single category and around one third of ver-
balizations were given the Observation label; (3) the Explanation category was the least popular
category and appeared significantly less than all the other three categories. A repeated-measures
ANOVA test with Bonferroni correction found significant differences between four categories
(F (3, 21) = 46.96,p < .01, η2

p = .87). Post-hoc results show that the following: (1) the Observation

category appeared significantly more than the Reading category (p = .04) and the Explanation cat-
egory (p < .01); (2) the Explanation category also appeared significantly less than the Reading or
the Procedure category (p < .01).

4.3.2 Problems Identified by Usability Evaluators. In total, usability evaluators identified 418
problems. Two of the authors validated each problem that evaluators had identified, by checking
the problem description and listening to (or watching) the corresponding audio (or video) segment.
Any disagreements about the correctness of the logged problems were discussed and resolved.
Of these problems, 33 were assessed to be invalid because these problems either (1) missed the
starting or ending timestamp, which made it impossible to know when evaluators thought that
users were encountering problems; or (2) the problem descriptions provided by evaluators did not
match the content in the corresponding audio or video segments. With these problems removed,
we considered a total of 385 problems in all subsequent analyses.

The average number of problems identified per evaluator for each physical device or digital
website is as follows: coffee machine (M = 5.9, SD = 2.3), universal remote (M = 5.1, SD = 3.8),
science and tech museum (M = 6.6, SD = 5.3), and history museum (M = 6.5, SD = 3.4). A
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Fig. 8. Precision, recall, and F-measure of each verbalization category in identifying problems.

Fig. 9. Precision, recall, and F-measure of each verbalization category pair in identifying problems.

repeated-measures ANOVA with Bonferroni correction found no significant difference (F (3, 45) =
1.42,p = .25,η2

p = .09).

4.3.3 Verbalization Categories and the Identified Problems. We followed the same procedure as
described in Study 1 to analyze the relationship between verbalization categories and the identi-
fied problems. We computed the precision, recall, and F-measure of each verbalization category in
locating problems. Results (Figure 8) show that the Observation category was most likely associ-
ated with problems. The Explanation category was still least likely associated with problems. The
general trend here is consistent with the trend shown in Study 1 (see Figure 4).

We further computed the precision, recall, and F-measure of each verbalization pair in identi-
fying usability problems (Figure 9). The results reveal that the pairs with the highest precision
and recall all contained the Observation category. Particularly, pairs of Observation and Procedure
(P-O or O-P) and pairs of Observation and Reading (R-O or O-R) were most likely associated with
problems. Pairs of Observation and Explanation (E-O or O-E) had a relatively high precision. The
implication here is that a large amount of usability problems can be detected simply by focusing on
the Observation category as the Observation category has a higher precision, recall, and F-measure
than any given pair.

4.3.4 Physical Devices vs. Digital Systems. We analyzed whether there were differences between
physical devices and digital systems on how verbalization patterns may be related to usability prob-
lems, by grouping the verbalizations for the two physical devices and two websites in our analy-
sis. We observed similar trends to that in Study 1 (see Table 3) in each verbalization category’s
frequency of occurrence, as shown in Table 9. Particularly, when considering physical devices and
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Table 9. The Percentage of Audio Segments Labeled with Each Verbalization Category

Device or website
Verbalization category

Reading Procedure Observation Explanation
Physical devices 28.8% 28.9% 36.0% 6.3%
Digital websites 23.3% 33.2% 37.2% 6.2%

All together 26.1% 31.1% 36.7% 6.1%

Table 10. Precision, Recall, and F-measure of Each Verbalization Category

in Identifying Problems for Physical Devices vs. Digital Websites

Category
Precision Recall F-measure

Physical Digital Physical Digital Physical Digital
devices websites devices websites devices websites

Observation 0.36 0.40 0.61 0.57 0.45 0.47
Procedure 0.11 0.19 0.14 0.25 0.12 0.22
Reading 0.14 0.15 0.19 0.13 0.16 0.14

Explanation 0.17 0.19 0.05 0.05 0.08 0.07

websites separately, Observation was still the most frequently occurring category, whereas Expla-
nation was the least.

However, one difference between physical devices and websites is that verbalizations for phys-
ical devices contained slightly more Reading than those for websites. This suggests that users
engaged in more reading when using physical devices than websites, most likely because users
referred to instruction manuals, which provided a set of steps for completing tasks, when using
physical devices. When using websites, they had less to read and instead verbalized more often
about their actions, which resulted in higher amount of the Procedure category.

We computed the number of problems that usability evaluators identified for physical de-
vices and digital websites respectively. The average number of problems identified per evalu-
ator for the physical devices was 10.9 (SD = 5.8). For digital websites, it was 13.1 (SD = 8.1).
A repeated-measures ANOVA test with Bonferroni correction found no significant differences
(F (1, 15) = 2.53,p = .13,η2

p = .14).
We further examined whether physical devices and digital websites affect how verbalization

categories relate to the problems by computing the precision, recall, and F-measure of each ver-
balization category in identifying problems for the physical devices and the digital websites sepa-
rately (Table 10). Results show a similar trend that the Observation category was the most relevant
category to usability problems while the Explanation category was the least relevant category
to usability problems. However, there was a difference between the Procedure category and the
Reading category. Compared to the physical devices, the Procedure category was more relevant to
usability problems than the Reading category for the digital websites.

We also computed the precision, recall, and F-measure of each verbalization pair in identifying
usability problems for the physical devices and the digital websites separately (Table 11). Results
show a similar trend that pairs of Observation and Procedure (P-O or O-P) and pairs of Observation
and Reading (R-O or O-R) were most likely associated with problems. One difference is that pairs
of Observation and Reading (R-O or O-R) were more relevant to problems for physical devices
while pairs of Observation and Procedure (P-O or O-P) were more relevant to problems for digital
websites.
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Table 11. Precision, Recall, and F-measure of Each Verbalization Category Pair

in Identifying Problems for Physical Devices vs. Digital Websites

Category

pair

Precision Recall F-measure
Physical Digital Physical Digital Physical Digital
devices websites devices websites devices websites

P-O / O-P 0.09 0.15 0.35 0.50 0.15 0.23
R-O / O-R 0.11 0.12 0.43 0.25 0.18 0.16
O-E / E-O 0.18 0.14 0.09 0.06 0.12 0.08
P-R / R-P 0.03 0.08 0.08 0.12 0.05 0.09
P-E / E-P 0.04 0.15 0.02 0.05 0.03 0.08
R-E / E-R 0.08 0.10 0.03 0.02 0.05 0.03

Table 12. Precision, Recall, and F-measure of Each Verbalization Category in

Identifying Problems When Evaluators Had Access to the Audio

or Video Modality of the Think-Aloud Sessions

Category
Precision Recall F-measure

Audio Video Audio Video Audio Video
Observation 0.42 0.34 0.57 0.62 0.48 0.44
Procedure 0.18 0.13 0.20 0.20 0.19 0.16
Reading 0.17 0.11 0.19 0.13 0.18 0.12

Explanation 0.18 0.18 0.05 0.05 0.07 0.08

4.3.5 Audio vs. Video. To analyze the effect of the modality that evaluators had for analyzing the
think-aloud sessions, we first computed the number of problems that usability evaluators identified
when they were given the audio recording only and when they were given the video recording
as well. Results show that evaluators found on average 12.2 (SD = 8.0) problems when they had
access to only the audio recording and 11.9 (SD = 5.9) problems when they had access to the video
recording also. This difference was not statistically significant (F (1, 15) = 0.05,p = .82,η2

p = .003).
It is, however, worth noting that the effect size was small.

We then conducted the same analysis to examine if the modality affects the verbalization cat-
egories and category pairs associated to the problems identified by the evaluators by computing
the precision, recall, and F-measure of each verbalization category in identifying problems for
the physical devices and the digital websites respectively. Results are shown in Table 12. The three
measures of how each verbalization category relates to problems is consistent when the evaluators
had access to the audio or video modality of the think-aloud sessions. Regardless of the modality,
the Observation category was again the most relevant to the usability problems in terms of the
three measures while the Explanation category was the least relevant.

Table 13 shows the measures of each verbalization category pair in identifying problems when
evaluators had access to the audio or video modality of the think-aloud sessions. The general trend
for each modality is consistent with pairs of Observation and Procedure (P-O or O-P) and pairs of
Observation and Reading (R-O or O-R) were most likely associated with problems.

4.3.6 Visualization vs. Without Visualization. To analyze the effect of visualization, we grouped
problems based on whether evaluators had access to the visualization and computed the num-
ber of problems that they identified. The results show that evaluators, on average, identified 12.7
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Table 13. Precision, Recall, and F-measure of Each Verbalization Category

Pair in Identifying Problems When Evaluators Had Access to

the Audio or Video Modality of the Think-Aloud Sessions

Category pair
Precision Recall F-measure

Audio Video Audio Video Audio Video
P-O / O-P 0.16 0.10 0.46 0.41 0.23 0.16
R-O / O-R 0.10 0.13 0.32 0.33 0.16 0.18
O-E / E-O 0.13 0.19 0.07 0.08 0.09 0.11
P-R / R-P 0.05 0.06 0.10 0.10 0.06 0.08
P-E / E-P 0.11 0.08 0.04 0.04 0.06 0.05
R-E / E-R 0.04 0.18 0.01 0.04 0.02 0.06

Table 14. Precision, Recall, and F-measure of Each Verbalization Category in

Identified Problems When Evaluators Worked with or without Visualization

Category
Precision Recall F-measure

With Without With Without With Without
Observation 0.41 0.34 0.59 0.60 0.48 0.43
Procedure 0.18 0.12 0.22 0.18 0.20 0.14
Reading 0.16 0.12 0.15 0.17 0.16 0.14

Explanation 0.20 0.16 0.05 0.05 0.07 0.08

Table 15. Precision, Recall, and F-measure of Each Verbalization Category Pair in

Identified Problems When Evaluators Worked with or without Visualization

Category pair
Precision Recall F-measure

With Without With Without With Without
P-O / O-P 0.14 0.09 0.46 0.39 0.22 0.16
R-O / O-R 0.13 0.10 0.31 0.37 0.18 0.16
O-E / E-O 0.17 0.14 0.06 0.09 0.09 0.11
P-R / R-P 0.07 0.04 0.10 0.10 0.08 0.06
P-E / E-P 0.10 0.07 0.04 0.04 0.05 0.05
R-E / E-R 0.14 0.04 0.03 0.01 0.05 0.02

(SD = 7.6) problems with the visualization, and 11.4 (SD = 6.0) problems without the visualiza-
tion. Although slightly more problems were identified when evaluators had access to the visual-
ization, the difference was not statistically significant (F (1, 15) = 1.42,p = .25,η2

p = .086).
We computed the precision, recall, and F-measure to examine if the visualization affects how

verbalization categories and category pairs relate to the identified problems. Results for verbaliza-
tion categories and category pairs are shown in Tables 14 and 15, respectively. The general trend
of the three measures is consistent when evaluators worked with or without visualizations.

4.3.7 What Users Talked About When They Encountered Problems? Besides examining the re-
lationship between verbalization categories and the usability problems, we further calculated the
most frequently used words that users verbalized when encountering problems and plotted the
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Fig. 10. Most frequently verbalized words when users encountered problems when thinking aloud.

top 30. Figure 10 shows the result. Stop words were removed from the analysis (e.g., pronouns,
articles, common verbs such as be).

Based on the results, the most frequently verbalized words consisted of the following: (1) verbal
fillers, such as um; (2) negations, such as don’t and not; doesn’t; (3) words expressing uncertainty,
such as maybe and guess; (4) words signaling repetitive effort, such as again and back; (5) words
used to raise questions, such as what, how, and where; (6) nouns related to the tasks or the test
products, such as grade, key, and telescope; (7) verbs related to the tasks or the test products, such
as press, and find.

We further analyzed the verbalizations that were associated with each problem to better un-
derstand the utility of these frequently occurring words as follows: (1) how often did think-aloud
users use verbal fillers (e.g., um)? (2) how often did think-aloud users use negation (e.g., not, don’t,
doesn’t)? (3) how often did think-aloud users use uncertain words (e.g., maybe, guess)? (4) how often
did think-aloud users use words suggesting repetition (e.g., again, back)? (5) how often did think-aloud
users ask themselves questions (e.g., what, how)? We note that Okay was not included as a verbal
filler in our analysis, since it can also be used for confirmation.

The results show that out of the 385 problems, think-aloud users used the following: (1) nega-
tion words in 266 (69%) problems; (2) filler words in 148 (38%) problems; (3) words showing uncer-
tainty in 95 (25%) problems; (4) words that raised questions in 94 (24%) problems (e.g., “did I miss
anything?” ); (5) words showing repetitive effort in 56 (15%) problems. It is worth mentioning that
uncertainty was not always expressed through a single signaling word (e.g., maybe, guess). It was
sometimes expressed through their verbalized actions (e.g., “I’m just clicking some random links
on this page” ). Furthermore, we also noticed that in 41 (11%) problems, users experienced Aha!
moments, which were the moments when they suddenly came to an understanding of something
that they had previously misunderstood or could not understand (e.g., “oh, I thought they meant
the power key.”). This phenomenon was previously articulated by evaluators in Study 1 as well.
Usability evaluators also identified five problems in which users articulated suggestions (e.g., “it
would be better if I could filter through them to choose grade” ).

4.3.8 How Users Verbalized Problems. We learned from the interviews in Study 1 that evaluators
found all the verbalization and speech features useful as cues for identifying problems. Although
the evaluators were mostly positive toward using the verbalization categories, silence, filler words,
and sentiment for problem identification, their thoughts on speech rate, loudness, and pitch were
mixed.

To understand whether and how the voice features were related to the usability problems by
computing the same three measures (i.e., precision, recall, F-measure) for each feature. We consid-
ered a feature’s value to be abnormal (i.e., high or low) if it was greater or less than two standard
deviations away from the feature’s average value in the whole audio recording. Figure 11 shows
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Fig. 11. Precision, recall, and F-measure of each speech feature in identifying problems.

the precision, recall, and F-measure of each speech feature in identifying problems. While high
and low pitch has high recall values (i.e., 0.86 and 0.80 respectively), the low speech rate has a
high precision value (0.70). The implication is that if evaluators examined all the verbalization
segments with abnormal pitch values, they would have a high chance to locate a high percentage
of all the usability problems due to the high recall values. If evaluators examined all the verbal-
ization segments with a low speech rate value, they would have a high success rate in finding a
usability problem due to the high precision value. However, at the same time, it is important to
mention that there is no single voice feature that has both high precision and recall. The implica-
tion is that usability evaluators should not just rely on any single voice feature if they would like
to identify as many usability problems as possible. These features should be used together with
other features, such as the verbalization categories, sentiments, negations, filler words, and words
for asking questions, expressing uncertainty, or signaling repetition.

4.4 Summary

In Study 2, we validated and extended the findings of the Study 1 with more testing products, a
new pool of think-aloud participants and usability evaluators. We further investigated whether the
relationship between verbalizations and usability problems found in Study 1 was generalizable to
three factors as follows: (1) test products (i.e., physical objects vs. digital websites); (2) modality
used to record the think-aloud sessions that evaluators were provided with (i.e., audio vs. video
recording); (3) access to a visualization of the verbalizations. In general, the results suggest that the
relationship between verbalizations and usability problems was not affected by the testing object,
modality, or the presence of visualization.

In sum, the Observation category was the most useful category for identifying usability problems
in terms of precision, recall, and F-measure. One plausible reason for this could be that by nature,
audio segments are labeled with the Observation category when users express remarks about the
test products. Since these remarks are likely to provide insight into the user’s mental state and
their current mood, such audio segments might help evaluators make judgments about whether
users are experiencing problems.

Our analysis into the verbalizations and the speech features further indicated that segments
that were labeled as the Observation category and had negative sentiment had a higher chance of
revealing problems. Furthermore, these segments were even more likely associated with problems
when users verbalized them with a high or low pitch.

On the other hand, evaluators also found problems in audio segments labeled with the Procedure
category. Particularly, evaluators noted that users likely encountered problems when they were
verbalizing repeated actions. This was evident by the frequently verbalized words used that signal
repetitive attempts, such as “back” and “again,” when users encountered problems (Figure 10). For
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example, “let me just go back up to see if I missed anything” and “the device did not turn on, so I’ll
press it again.” Procedure category with uncertain words, such as “maybe” or “guess” (Figure 10),
can also be suggestive of problems (e.g., “maybe I’ll go to education programs” and “so I guess I’ll
just click the rest of the links that I haven’t tried yet”). Furthermore, our evaluators also noted that
problems also seemed to occur when users engaged in long periods of reading. On the contrary,
based on the recall and F-measure, the Explanation category was the least indicative of problems.
One plausible reason for this could be that the proportion of segments labeled as the Explanation
category was significantly lower than other categories.

5 DISCUSSION

5.1 Physical Devices vs. Digital Systems

Our findings show that the verbalization categories appeared in similar proportions for physi-
cal devices and digital systems. For example, regardless of the device, Observation was the most
frequently occurring category while Explanation was the least. The frequency of the Reading and
Procedure category were also very similar. Additionally, the verbalization patterns that cue to prob-
lems were also very similar. However, one subtle difference was that there was slightly more of the
Reading and less of the Procedure category when using physical devices (Table 10), perhaps because
users were not familiar with the devices and had a greater need to solicit help from instruction
manuals that were readily available to them. In contrast, while navigating websites, users did not
have a prescribed set of steps that they could refer to for completing tasks and thus less relied on
reading from websites but more exploration.

5.2 Audio vs. Video Modality Available to Usability Evaluators

The analysis in Study 2 shows that usability evaluators identified roughly the same number of
problems when they had access to either audio or video modality of think-aloud recordings. It is
worth noting that the effect size was small and thus it is possible that there might be a difference
if a large number of evaluators and think-aloud sessions were included in the analysis.

The verbalization patterns that are related to usability problems are similar when evaluators
had access to either audio or video modality of think-aloud recordings. We further analyzed the
problem descriptions that evaluators provided to understand the types of problems that they iden-
tified when having access to different modality of the think-aloud recordings. The result shows
that evaluators found roughly the same types of usability problems when they had access to dif-
ferent modalities in our studies. During the interviews with the evaluators, many expressed that
even when they did not have the video stream, the richness of the sounds in the audio stream
helped evaluators imagine what users were experiencing (“Yes, [without the video stream] I can’t
see their faces or their interactions with the interfaces. But I can still experience their emotions and
struggles by listening to the audio.”-ev15). Evaluators also consistently agreed that the audio was
useful not only because verbalized words provided insight into users’ thought process and their
feelings (based on the tone/pitch of their voice), but also because non-words uttered by users and
noise from the surrounding environment provided valuable contextual information. For example,
the sound of sighing could indicate that a user is frustrated. Frequent page flipping sounds could
indicate that an instruction manual was poorly designed, subjecting users to constantly revisiting
pages. Mechanical sounds generated by operations on devices, such as the clicking of a button,
can help evaluators understand the fluency of a user’s actions.

However, we also noticed that evaluators who had access to the video modality provided evi-
dence from the visual channel that was unavailable from the audio channel. For example, while
evaluators who had access to audio modality inferred the mismatch between instructions and the
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actual device from what the users said for the universal remote control, evaluators who had access
to the video modality pointed out that some labels on the device did not match with the instruc-
tions. Similarly, evaluators pointed out the issue of lack of images on the searching result page to
illustrate the content presentation issue of the science and technology museum website.

Thus, this difference in the evidence provided to support their identified usability problems sug-
gests that although evaluators found that having access to only audio stream in analyzing think-
aloud sessions was sufficient most of the time, they still found the video stream to be useful. Being
able to see a user’s face could be helpful because facial expressions could reflect their mood. But
because some users kept a neutral face throughout the entire think-aloud session, seeing the user’s
face was not always useful. How facial expressions could be used to identify usability problems
remains to be explored. Moreover, evaluators pointed out that a user’s body language could also
signal problems. For example, one evaluator found that a user had a tendency to scratch his head
whenever he encountered problems. However, it is unclear whether body language is a reliable
and consistent cue to locate usability problems.

Evaluators also felt that there were particular times when having access to a video recording
would have been useful. For example, a video stream would be valuable when users become silent,
since evaluators sometimes had a hard time determining whether users were stuck or just waiting
for something to happen. This finding suggests that it might be a good idea to draw attention
to the video stream of a recording when the think-aloud users become silent or maybe slightly
before they fall into silence. Additionally, evaluators pointed out that video could be important
when think-aloud users verbalized their actions using demonstratives (i.e., this, that, these, those)
or adverbs of place (e.g., here, there). For example, verbalizations, such as “I’m going to hold this
button and this button” or “I’m clicking the link here,” can be hard to understand without seeing
what users are referring to. On the other hand, evaluators might not want to constantly monitor
the video when having access to it (“without video, I can concentrate better on listening. If needed,
I’ll look at the video”-ev12). Thus, one interesting question would be to help evaluators figure out
what users are implying when they verbalize vague statements and to highlight moments in the
videos that should be given attention, to reduce the need to constantly monitor the video stream.

5.3 Visualization of Verbalization and Speech Features

Our tool provided visualizations of verbalization categories, six speech features, and the transcript
to evaluators in the Audio + Visualization and Video + Visualization conditions, which was a novel
feature that had not been explored in the literature. These two conditions were compared with
two baseline conditions, which were the Audio only and the Video only conditions. The evaluators’
feedback from the two studies suggested that all verbalization and speech features were useful
for identifying usability problems. However, we also learned from Study 2 that the number of
problems that evaluators identified with access to the visualizations was not significantly more
than having no access to them, and the patterns in verbalizations relating to problems were also
similar when evaluators had or did not have access to the visualizations. One possible reason might
be that the way these features were presented in the visualization tool might have overwhelmed
evaluators. This is evident in evaluators’ feedback. Particularly, one evaluator reported that she
almost completely ignored the visualizations because the interface was “too busy.” This raises an
interesting challenge for future exploration: how to visualize the verbalization categories and speech
features to maximize their utility to usability evaluators? As the advancement of automatic speech
recognition may make the automatic generation of transcript more accurate in the near future, it
is also worth exploring how to best leverage transcript information with verbalization categories and
speech features together to facilitate the analysis of large amounts of recorded think-aloud sessions.
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Table 16. Verbalization Category Proportion

Studies
Verbalization category

Reading,
Observation Explanation

procedure
Our studies 56.3% 37.6% 5.9%

Classic instruction condition in Zhao et al. [50] 70.3% 20.1% 9.6%
Explicit instruction condition in Zhao et al. [50] 49.9% 33.8% 16.3%

5.4 Verbalization Category Proportions

When conducting think-aloud sessions, we followed Ericsson and Simon’s three guidelines: use
neutral instructions, allow participants to practice thinking aloud, and no probe or intervene dur-
ing think-aloud sessions except to remind participants to keep talking if they fall into silence for a
long time [11]. One study that examined users’ verbalizations when following these guidelines was
conducted by Zhao et al. [50]. In their study, authors analyzed users’ verbalizations in think-aloud
sessions that were conducted under the following two conditions: the classic instruction condition
and the explicit instruction condition. The classic instruction condition strictly followed all three
guidelines advocated by Ericsson and Simon. In contrast, the explicit instruction condition was the
same as the classic instruction condition, except that it included an explicit instruction requesting
participants to report both the explanations and verbalizations that are relevant to understanding
the user experience.

In their study, users’ verbalizations were categorized into the following five categories: proce-
dural description, positive experience, negative experience, expectation, and explanation. Based on the
definitions of these categories, the relationship between these categories and the four categories
that were used in our study is as follows: procedural description is equivalent to the combination of
the Reading and the Procedure categories; positive experience, negative experience and expectation
together are equivalent to the Observation category; explanation was equivalent to the Explana-
tion category. As a result, we combined the Reading and the Procedure categories into one category
and computed the average proportion of the verbalization categories in our two studies. Table 16
shows the result.

Based on the result, it is evident from the result in Table 16 that verbalizations of the Observa-
tion and the Explanation categories exist are present even when following the guidelines proposed
by Ericsson and Simon’s guidelines. In other words, users do verbalize their comments, feelings
and rationales (labeled as the Observation and the Explanation categories) even when users were
not explicitly instructed to do so. Second, both our studies and the two conditions in Zhao et al.’s
study found that the majority of the verbalizations fall into sequences of the Reading and the Pro-
cedure categories. Third, both our studies and the explicit instruction condition had less amount of
the Reading and the Procedure categories compared to the classic instruction condition. For the ex-
plicit instruction condition, this was because the explicit instruction was given, which was evident
from the significantly higher number of occurrences of the Explanation category. We reflected on
how we conducted think-aloud sessions and how the process has differed from that of Ericsson and
Simon to explain this marked increased in the amount of the Observation category (and similarly,
the decreased in the amount of the Reading and the Procedure categories). We found that although
we followed the three guidelines proposed by Ericsson and Simon [11], we also showed our par-
ticipants a 1-minute demo video of a think-aloud session being carried out by an actor, which is
offered online by Nielsen and Norman group [31]. In this 1-minute demo video, the participant
verbalized her comments and feelings about a test website in addition to describing her actions.
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Table 17. The Average Any-Two Agreement between Evaluators

All devices and Coffee

machine
Remote History museum

Science and technology
websites together museum

0.80 0.76 0.88 0.82 0.76

This demo video might have implicitly influenced our participants to verbalize their comments
and feelings, in their attempts to mimic the actor in the demo.

5.5 Evaluator Effect

Previous studies reported that evaluators might find different sets of usability problems, even when
they analyze the same usability test sessions (e.g., [18, 19]). We further analyzed Study 2’s data to
see if evaluators who analyzed the same think-aloud session would agree on the verbalization
segments that were linked to problems. To measure the agreement between two evaluators, we

computed the any-two agreement measure using the following equation:
Pi∩Pj

Pi∪Pj
(Pi and Pj are the

sets of problems identified by tow evaluator i and j) [18] for each think-aloud session that was
evaluated by two evaluators. We then computed the average any-two agreement for all test prod-
ucts (the first column in Table 17) and that for each test product separately (the second to the last
columns in Table 17).

The values of the average any-two agreement measure in Table 17 show that our evaluators
had reasonably high agreement. The patterns between think-aloud verbalizations and the usabil-
ity problems that we identified in this research were based on the analysis of the joint problems
identified by participants (Pi ∪ Pj ). The relatively high agreement between our evaluators suggests
that the identified patterns would be largely applicable to each individual evaluator although they
might disagree if a verbalization segment indicates a problem sometimes.

The average any-two agreement in our study was similar to the average any-two agreement
reported in other studies (e.g., 0.71 in [50]) and was higher compared to other studies in the lit-
erature. For example, the average any-two agreement was 31% for moderated sessions, wherein
a moderator presented and probed the user, and was 30% for unmoderated sessions, wherein no
moderator was present [19]. Many factors could contribute to the differences. One factor was the
amount of time that was allocated to evaluators to analyze the sessions. Evaluators in our study
were allocated 1.5 times the length of a think-aloud session to spend on their analysis. In contrast,
the evaluators in Hertzum et al.’s study [19] spent on average 22 hours to analyze the sessions,
which were on average 33 minutes. Therefore, in our study, evaluators may be more likely to fo-
cus on the more significant issues, leading to a higher agreement between evaluators. In fact, the
evaluators in Hertzum et al.’s study [19] also had a much higher any-two agreement for critical
problems (53% for moderated sessions, and 69% for unmoderated sessions), which was more closer
to our measures. However, there are other factors that may have resulted in the difference between
the any-two agreement measures. For example, our study used four test products, which consisted
of two physical devices and two digital websites, while their test product was one digital website.
Further, in our study, two evaluators examined each think-aloud session while their evaluation
had nine or ten. The background and experience of think-aloud participants and evaluators may
have also contributed to the differences.

6 LIMITATIONS

We used different sets of test products, different pools of think-aloud participants, and different
sets of usability evaluators for the two studies to evaluate the validity and generalizability of the
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findings. The number of test products, however, is still relatively small compared to the ever-
growing number of products and websites that are available. It would be valuable to replicate
the research with different products and websites to further examine the findings. Although we
included UX professionals who were working in industry as evaluators in both studies (N = 2 for
Study 1, N = 5 for Study 2), many of the evaluators were graduate students majoring in UX. Thus,
the overall experience of our evaluators in evaluating data from usability tests is relatively less
compared to usability evaluators who have worked in industry for years. It would be valuable to
examine whether and how the years of experience in conducting think-aloud tests might affect
the findings of this research.

The facilitators in the two studies informed the usability evaluators about the products that the
think-aloud users used before they started to evaluate the recordings. Specifically, the facilitator
showed the test product, described its main functions, and the tasks that the think-aloud users
worked on. Although this introduction provided information about the products that they would
evaluate in think-aloud sessions, we did not provide a chance for our evaluators to use the test
products. We designed the studies in such a way so that our evaluators could identify usability
problems that the think-aloud participants experienced in the recordings without being primed
by their own experience of using the products. In practice, usability evaluators may have access
to the test products and previous research suggests that double experts with knowledge in both
usability evaluation and the specific domain might yield better insights [30]. Thus, it would be
interesting to further explore whether having usability evaluators use the test products prior to
evaluating think-aloud sessions would have any effect on the finding of this research.

In our two studies, we requested usability evaluators to identify problems that users were expe-
riencing. Therefore, the findings of this research reveal the verbalization patterns that are likely
associated with usability problems in general. We did not, however, request evaluators to rate the
severity of the problems primarily because the amount of workload was already considered to be
high for the allocated study time. As certain verbalization patterns might not only cue usability
problems but also might appear more often when users are experiencing more severe problems.
Thus, in future, it would be worth exploring whether there are correlations between verbalization
patterns and a usability problem’s severity.

We followed Ericsson and Simon’s guidelines when conducting think-aloud sessions and did not
probe or intervene during the sessions except to remind users to keep talking if they fall into silence
for a long time [11]. In practical settings, however, usability evaluators do not always conform to
these guidelines (e.g., [32, 42]) and may instead employ alternative protocols (e.g., relaxed think-
aloud [17], speech-communication [39]), although these alternatives have received mixed results
regarding their impact on task performance and the user’s ability to make verbalizations [17, 47].
When using these alternative protocols, practices may vary in terms of the instructions, interven-
tion, and prompts as no universal guidelines exist for conducting these thinking aloud protocols.
Only recently have some researchers started to study the verbalizations in relaxed think-aloud
sessions [16], but how these verbalizations relate to usability problems remains largely unknown.
Thus, it is interesting to examine whether and how intervention during the think-aloud sessions
affects the findings of this research.

All protocols discussed so far are variations of concurrent think-aloud protocols. Another type
of protocol is the retrospective think-aloud protocol. When using retrospective think-aloud proto-
col, participants verbalize their thought process after they complete a task. Although the reported
verbalizations rely on participants’ memory and may suffer from post-task rationalization [22], this
protocol does have one advantage, in that verbalizations do not have a direct interference with par-
ticipants’ thought processes during tasks. It is worth exploring how verbalization patterns in the
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retrospective think-aloud protocol suggest problems. For example, would the Observation category
still be most associated with problems? Would Explanation still be the least popular category?

Another direction is to look at the combination of concurrent and retrospective think-aloud
protocols, referred to as the hybrid protocol [1]. Recent research shows that when using a hy-
brid protocol, the interpretations given after completing the concurrent think-aloud task helped
to identify more problems [12] and provide insights into reasons for difficulties that participants
encountered during concurrent think-aloud [29]. Thus, we conjecture that there would be more
verbalizations labeled as the Explanation category in retrospective think-aloud than in concur-
rent think-aloud, leading to difference in the categories and category pairs that are more likely
associated with problems. A controlled experiment that compares the verbalizations patterns in
concurrent think-aloud and the combined think-aloud method is needed to ascertain this.

Lastly, the think-aloud sessions in our two studies were conducted with young adults. Recent
research has suggested that age might have an influence on think-aloud usability testing [34, 44].
One interesting research question is to study how the findings of this research may differ for other
age groups, such as older adults.

7 FUTURE WORK

7.1 Automatic Detection of Verbalization Categories and Usability Problems

Although we developed a tool to help us reduce some of the workload, the task of manually seg-
menting and categorizing the think-aloud verbalizations was still time-consuming and laborious.
Future work should study how to automate or semi-automate the verbalization categorization
process. This process may require building machine learning models to distinguish the semantic
differences among the four categories. Another approach could be to learn from human demon-
strations, although this would involve determining how to leverage small amounts of human data
effectively, since collecting a large dataset would be difficult given how time-consuming it is to
conduct and process large amounts of think-aloud sessions. Furthermore, since it is now known
that certain verbalization and speech patterns tend to occur when users experience problems, it is
possible to leverage the patterns to design systems that automatically detect when in a recorded
think-aloud session users experience problems. Such information could then be used to draw us-
ability evaluator’s attention to parts of the session that are more likely to reveal problems.

7.2 Visualization of Verbalization Patterns to Suggest Problems to Usability Evaluators

We have discovered and validated patterns in verbalizations that are related to usability problems.
Revealing these patterns to usability evaluators could potentially improve their productivity. How-
ever, how to present these patterns to evaluators so that they can identify usability problems easier
or more efficiently might be challenging. As our studies have demonstrated, visualizing verbaliza-
tion categories and speech features at the same time overwhelmed the evaluators, leaving them
unsure of which ones to focus on. Future research should investigate how to effectively present
cues to usability evaluators so that they could benefit from the verbalizations patterns that were
identified through this research and at the same time do not feel overwhelmed.

7.3 Identification and Evaluation of Visual Cues for Locating Usability Problems

Usability evaluators in our studies pointed out several important cues in the video stream of think-
aloud recordings that could be useful for locating usability problems, such as facial expressions and
body gestures. However, these cues, as they commented, may vary across people. It is important
to study whether these visual cues (e.g., facial expression or body gestures) are reliable source of
information for identifying problem in the future.
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When analyzing verbalizations, there are certain moments when video streams could potentially
enrich usability evaluators’ understanding of the context. These moments include when think-
aloud users fall into silence or use certain words, such as demonstratives or adverbs of place. It is
worth investigating where and how in the video stream should evaluators’ attention be drawn to.

7.4 Analysis of Multiple Think-Aloud Sessions Conducted by Different Users

Analyzing multiple users’ think-aloud sessions enables usability evaluators to detect common
problems encountered by different users. Problems encountered by more users should be poten-
tially given higher priority. Thus, an important next step is to extend the tool presented to allow
evaluators to simultaneously visualize, analyze, and compare think-aloud sessions to identify com-
mon problems encountered by users.

8 CONCLUSION

Through the two studies, we systematically studied the relationship between verbalizations,
speech features, and usability problems in concurrent think-aloud sessions. Our findings show
that certain patterns of verbalization and speech features act as telltale signs of usability prob-
lems. Segments labeled as the Observation category were most likely associated with usability
problems. Segments labeled as the Procedure category that also contain description of repeated ac-
tions were likely associated with usability problems. Segments labeled as the Reading category that
last for a long period of time were also likely associated with usability problems. On the contrary,
segments labeled as the Explanation category were relatively rare and did not have a clear relation-
ship with usability problems. Our findings further show that evaluators often identified problems
using combinations of verbalization categories since category combinations were helpful in pro-
viding contextual information as to why users were encountering problems. Furthermore, pairs
of verbalization categories that contained the Observation category were generally more likely
associated with problems than those without the Observation category.

Our analysis shows that the F-measure of using the Observation category to locate usability prob-
lems was around 0.5. To increase the chance of locating a problem, sentiment and speech features
should be considered in conjunction with the category information. For example, when experienc-
ing problems, users tended to use negations, verbal fillers, words indicating uncertainty, repetitions,
or questions. Therefore, the sentiment of these verbalizations was often negative. Furthermore,
users tended to verbalize their thought units in high or low pitch or with low speech rate but rarely
changed the loudness of their voices when experiencing problems.

Our research demonstrates that these findings are largely generalizable to three factors as fol-
lows: the types of test products (i.e., physical devices vs. digital systems), the modality used to
record the think-aloud sessions that evaluators were provided with (i.e., audio vs. video record-
ing), and access to a visualization of the verbalizations. The implication is that the same set of
verbalization patterns can be used to identify problems that users were experiencing when think-
ing aloud regardless of whether a physical device or a digital system was used. Usability evaluators
can rely on verbalization and speech features alone to identify problems by and large, although cer-
tain cues in video streams have additive values to their analysis, such as facial expression and body
language. However, whether these visual cues are consistent across users for locating problems
remains to be examined. Moreover, the video stream of a think-aloud session can be informative
when the think-aloud user remains silent or frequently uses demonstratives (e.g., this, that) or
adverbs of place (e.g., here, there), which makes it difficult to infer what the user is referring to
from the audio stream alone. As a result, in such situations, it would be preferable to draw evalu-
ators’ attention to the video stream. Our research also reveals that visualizations of verbalizations
as provided in our studies did not affect the number of problems identified or the verbalization
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patterns that were associated with problems. Although each individual verbalization feature was
informative, presenting them all at once in addition to the audio or video recording of a think-
aloud session, as evidenced in our studies, was overwhelming. Future work should explore better
ways to visualize verbalization patterns to facilitate usability problems identification.
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