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ABSTRACT
Recent studies proposed above-the-neck gestures for people with
upper-body motor impairments interacting with mobile devices
without finger touch, resulting in an appropriate user-defined ges-
ture set. However, many gestures involve sustaining eyelids in
closed or open states for a period. This is challenging for people
with dystonia, who have difficulty sustaining and intermitting mus-
cle contractions. Meanwhile, other facial parts, such as the tongue
and nose, can also be used to alleviate the sustained use of eyes
in the interaction. Consequently, we conducted a user study invit-
ing 16 individuals with dystonia to design gestures based on facial
muscle movements for 26 common smartphone commands. We col-
lected 416 user-defined head gestures involving facial features and
shoulders. Finally, we obtained the preferred gestures set for individ-
uals with dystonia. Participants preferred to make the gestures with
their heads and use unnoticeable gestures. Our findings provide
valuable references for the universal design of natural interaction
technology.
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1 INTRODUCTION
People have always presumed that mobile device design should be
suited for hand operation. Smartphones with touchscreen input [30]
mainly adopt multi-touch technology, requiring users to flexibly
use hand gestures on the interface [21]. However, this approach
poses challenges for people with upper body motor impairments, as
the interactive experience is neither user-friendly nor convenient.
Compared to people with motor impairments, only people without
can benefit from the touchscreen with a lower error rate [8]. Many
accessibility challenges regarding precision still exist for motor-
impaired users [30]. As touchscreens have become mainstream,
touchscreen-based interfaces should be usable for people with all
abilities [11].

Researchers in human-computer interaction have made plenty of
successful explorations about gesture interaction technology with
the capabilities of peoplewith disabilities [36]. As defined by Kurten-
bach, G. & Hulteen, E. A., Gesture encompasses bodily movements
that convey information [14]. In this context, nearly all body parts
(e.g., mouth, head, arms, face, hand, shoulders, eyes, etc.) can engage
in gesture interaction. This provides more possibilities for the mo-
tor impairment’s interaction with mobile devices. Prior researchers
conducted user studies that evaluated eyelid gestures and proposed
body-based gestures for people with upper-body motor impair-
ments to interact with smartphones without finger touch [7, 36, 42].
However, these user-designed gestures were from a wide range
of upper-body motor impairments. It remains unknown whether
the people with dystonia were included in the motor impairments
with the same or different user-defined preferred gestures. As a
kind of movement disorder, dystonia is characterized by sustained
muscle contractions and abnormal postures of the trunk, neck, face,
or arms and legs [28], especially facial dystonia, which present as
blepharospasm (eye closing spasms), uncoordinated movements or
poor eye-hand coordination causes poor fine motor skills such as
eye movements [41]. Then, what preferences would they like to
make for gesture interaction with smartphones?
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In this paper, we extended the design space of body-based ges-
tures. We investigated the accessibility of smartphone interaction
for people with dystonia secondary to cerebral palsy by eliciting
gestures on the touchscreen. We employed the guessability method-
ology of Wobbrock et al. [38] and the referents 1 followed the
previous work [26, 36, 42] including 26 command operations on
smartphones. Sixteen participants from the group of cerebral palsy
with different levels of dystonia took part in the experiment. During
the study, we presented participants with video clips demonstrating
command actions and then requested them to define their preferred
gestures for each referent. Using a think-aloud protocol, we col-
lected qualitative data illuminating users’ thinking. When the ges-
ture was elicited, the participants were asked to rate their defined
gestures on a 7-point Likert scale in terms of Goodness of Fit, Ease
of Use, and Social Acceptance [5, 36, 42]. After completing all the
tasks designed, we presented a short semi-structured interview to
the participants for their experiment feedback.

A total of 416 user-defined gestures (26 referents x 16 partici-
pants) were elicited in the experiment. Building upon this dataset,
we calculated the agreement score of each referent and analyzed
insights learned from participants’ feedback about user-defined ges-
tures2. Subsequently, we assigned the best head-based gestures for
26 referents. The results show that the participants with dystonia
had specific preferences for gestures to interact with smartphones
without finger touch. Participants preferred to make the gestures
with their heads and preferred the gestures with small movements
that were less obvious in public. Besides that, we also compared
the user-defined head-based gesture set obtained in our experiment
with the ones from other studies for people with motor impairment.

In summary, the main contributions of this study are as follows:
(1) we took a first step to designing user-defined head gestures

for people with dystonia, whose muscle ability poses chal-
lenges for the usage of user-defined gestures in prior work
(e.g., [7, 18, 42]);

(2) we compared the user-defined gestures from this work with
those from prior work and highlighted the commonalities
and uniqueness of gestures for people with dystonia and
possible rationales;

(3) we further provide design guidelines for making user-defined
smartphone gestures more accessible for people with dysto-
nia.

2 RELATEDWORK
We build upon prior work on diverse mobility, needs, and gestures
designed for people with body motor impairments.

2.1 Diverse mobility and needs among people
with upper body motor impairments

People with upper body motor impairments, such as tremors, mus-
cular dystrophy, loss of arms, dystonia, or lack of sensation, have

1The word referent is following the terminology of Wobbrock et al. that used to denote
the effect of a gesture command [38]. Jacob O. Wobbrock, Htet Htet Aung, Brandon
Rothrock, and Brad A. Myers. 2005. Maximizing the guessability of symbolic input. In
CHI ’05 Extended Abstracts on Human Factors in Computing Systems. Portland, OR,
USA, pp. 1869–1872. https://doi.org/10.1145/1056808.1057043.
2Source data is available on:
https://github.com/MELABIPCAS/Head_Gestures_Dystonia.git.

diverse mobility and different needs. Regarding the accessibility
challenges for smartphone use, gesture interaction technology helps
with the alternative. We can entirely focus on their remaining abili-
ties. For example, some people who lose arms but with sound lower
limbs can use their feet to interact with smartphones [10], while
some only with arm tremors can use their eyelid gestures [7], or
other body-based gestures [20, 24, 42] to interact with smartphones.
Extending from hands to other body parts, incorporating gestures
of other body parts will increase gesture variety [2], allowing any
body part to convey interactive intentions, thereby encapsulating
ample interactive information. From this perspective, this conve-
nience makes available that users with various abilities have equal
access to mobile intelligent products [2, 29], which motivated our
research. In summary, regarding the accessibility challenges for
smartphone use, gesture interaction technology can help with the
alternative. Although people with dystonia find it hard to do much
about fine motor tasks, they can utilize the remaining capabilities
with corresponding body-based gestures interacting with smart-
phones. Inspired by such needs and to find more accessibility to
smartphone interaction, we conducted a user study to find what
user-defined gestures people with dystonia would want to use.

2.2 Gestures Designed for People with Motor
Impairments

Numerous research endeavors have been directed toward formu-
lating gesture interaction. Recently research on stroke-gesture in-
put for wearables (e.g., head-mounted displays, TouchRing, smart-
watches, etc.) could increase accessibility for users with upper body
motor impairments [18, 19, 31, 33]. However, these required the
users’ specific motor abilities of steady movements of their hand or
finger to produce a straight, uninterrupted path on the touchscreen
and lift off the finger to finalize input. Hu et al. [10] explored foot-
based interaction with smartphones for people with upper body
motor impairments and gained foot gesture sets, with the usage
scenario limitation of reclining on the bed.

Fan et al. and Zhao et al. [7, 42] explored the potential of eye-
lid gestures and proposed above-the-neck gestures involving eye,
mouth, and head movements for people with motor impairments
to interact with mobile devices without finger touch, concluding
that the participants prefer to make the gestures with their eyes.
However, eye-based gestures include many fine motor tasks like
blinking, winking, gazing, controlling eye movements, as well as
opening and closing the eyes, along with possible combinations
thereof [7, 9, 15, 36] which is difficult for people with dystonia due
to poor coordination. In addition, like the participant with upper
body motor impairments in the prior study suggested using his
nose to create gestures [18], other upper body parts, especially ones
involving facial gestures, tongue, and nose, can also be used to alle-
viate the sustained use of eyes in the original proposed user-defined
gestures. Motivated by previous works, we conducted in-depth re-
search on gesture interaction with smartphones in the cerebral
palsy group with dystonia. We aimed to explore any unique inter-
action preferences and how they will use head gestures to interact
with mobile devices.

https://github.com/MELABIPCAS/Head_Gestures_Dystonia.git
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(a) (b)

Figure 1: Examples of the experimental setup for head ges-
tures elicitation. Fig. 1(a) shows overview setup; Fig. 1(b)
shows a participant in response to a referent.

3 METHOD
This section describes how people with dystonia design the head
gestures for the referents selected from the smartphone. Our pri-
mary goal was to collect head gestures from people with dystonia
and identify their preferred gestures set.

3.1 Participants
The number of participants in the experiment was based on the
definition of user-defined gestures in previous studies. In previous
studies, over 70% of the number of subjects ranged from 10 to 30.
Moreover, small sample sizes are also reasonable in special situa-
tions, such as for people with disabilities [36]. Sixteen voluntary
participants (N=16), comprising nine males and seven females, with
an average age of 25 (SD = 6), were recruited online for the study.
Table 1 shows the demographic information of the participants. All
participants were diagnosed with dystonia and motor impairment.
Five of the participants had a language barrier with pronunciation
difficulties in fluency and clarity. Eleven individuals had a secondary
or higher education background, while five had a primary or lower
education. Before the study, they all had smartphone experience
and never using similar gesture control devices. After the study, all
the participants were compensated for their time.

3.2 Referents selection and experimental setup
The target device in the experiment is a smartphone. Our study
was a within-subjects design with one independent variable: refer-
ents. We surveyed common referents in previous research e.g. [1,
7, 21, 26, 39, 42] so that the gesture set extends to a broad range
of smartphone applications. And finally, twenty-six referents were
settled for inducing material, which are 12 General commands, 10
App-related commands, and 4 Button-related commands [7, 42].

An overview of the experimental setup is shown in Fig. 1. The
participants can pick a quiet and private time seated in front of
their personal device running the video conference platform. The
entire process was recorded by webcam. One experimenter was
responsible for monitoring the experimental process, the gestural
video recordings, and writing down participants’ oral descriptions.
Participants need to keep their upper body displayed in the video
during the experiment as presented in Fig. 1(a). Besides, Fig. 1(b)
shows a participant responding to a referent.

3.3 Procedure
Fig. 2 shows the procedure of the study. Before the experiment,
participants were informed of the details (e.g., the purpose, tasks, re-
quirements, etc.) in an online questionnaire, which included general
demographic information and a simple investigation of smartphone
use. In addition, participants had to sign a consent form.

Once ready, participants watched the video clips. After clarity on
the effect of tasks, the participant began to design the head gesture
for each referent in a think-aloud manner. During the process,
participants were encouraged to create more than one head gesture
for each referent, perform them three times, and then select the
best gesture from them. To reduce the sequential effect of task
presentation, if participants ask to know about all tasks first, we
will give participants one minute to glance over 26 tasks. Following
the completion of a gesture design, participants were asked to
evaluate the three aspects on a 7-point Likert scale. For 26 tasks,
participants need to repeat 26 times of the above process.

After completing the elicitation process, we presented a post-
experiment questionnaire to participants to collect their general
feedback for the experiment. The study lasted approximately 1.5 to
2 hours. In the end, we obtained 416 (16 participants × 26 referents)
user-defined preference head gestures.

3.4 Data collection and analysis
The data include recorded videos, interview transcriptions, gesture
proposals, and participant subjective ratings. After the experiment,
we transcribed the video records. Two researchers (the first and
the second authors) encoded and classified these data based on a
strategy similar to previous gesture papers [2, 5, 20, 25, 27, 39, 42].
We classified the gestures according to the different body parts
involved while combining some gestures based on the similarities
of facial action units. Any divergence in coding between them was
resolved by talking together and asking a third expert (the fourth
author) until reached a consensus. To compare our gesture set to
previous studies, we also adopted the mathematical formula of
Wobbrock et al. [38, 42] computing the agreement score Ac, which
a great number of elicitation studies have used [4, 23, 27, 32, 39, 42].
where:

𝐴𝑐 =
∑︁
𝑃𝑖

(
𝑃𝑖

𝑃𝑐

)2
Dystonia is characterized by abnormal involuntary movements

with five levels based on clinical symptoms severity. After talking
to the rehabilitation doctor, we separated the participants into two
groups according to their behavioral expressions: severe and mild.
The people in the severe group were the ones whose range of
motion and position were oversized even when doing eye-based
(e.g., blink, close the eyes. . . ) gestures, the entire facial muscle is
tense. In our study, 2 out of 16 participants were decided in the
severe group while we counted their gesture proposals into data
referring to both their actions and verbal descriptions.

4 RESULTS
In the experiment, a total of 594 gestures were proposed for 26
referents. Based on participants’ subjective rate, we collected 416



CHI ’24, May 11–16, 2024, Honolulu, HI, USA Sun et al.

Table 1: Participants’ demographic information

ID Age Gender Type Level Dystonia Education

P1 21 Female Speech/limb movement disorder I Ataxia type Bachelor above
P2 27 Female Hearing/ speech/ limb impaired I Spastic Bachelor above
P3 25 Male Speech/limb movement disorder I Mixed senior school
P4 24 Female Limb movement disorder II Spastic Bachelor above
P5 42 Male Limb movement disorder II Mixed Bachelor above
P6 20 Male Limb movement disorder II Spastic primary school
P7 19 Male Visual/ limb impaired I Spastic Illiteracy
P8 23 Male Limb movement disorder III Ataxia type middle school
P9 20 Male Limb movement disorder II Dyskinetic primary school
P10 30 Male Speech/limb movement disorder II Dyskinetic middle school
P11 21 Female Limb movement disorder II Spastic Illiteracy
P12 22 Male Limb movement disorder II Spastic primary school
P13 31 Female Limb movement disorder III Dyskinetic senior school
P14 21 Female Limb movement disorder II Spastic middle school
P15 20 Female Visual/ limb impaired I Spastic middle school
P16 30 Male Speech/limb movement disorder II Mixed senior school

Figure 2: The diagram shows an overview of the experimental process.

gestures (26 referents x 16 participants). The results contained ges-
ture taxonomy, agreement score, subjective rates, the preferred
gesture set, and feedback observation through the experiment pro-
cess.

4.1 Gesture taxonomy
There are certain differences in participants’ perception of body-
based gestures, while the range of motion and position for gestural
interaction vary among individuals. Therefore, before analyzing, we
classified the 416 gestures collected from the participant’s behavior
and descriptions of the gestures in the experiment and merged the
same or similar body part movements.

4.1.1 Gesture Categories. According to the gesture taxonomymeth-
ods in previous studies [12, 23, 42], we classified the gestures ac-
cording to the different body parts involved. Table 2 shows the
details of the taxonomy strategy of head gestures. The body parts
proposed by the participants included eyes, mouth, nose, tongue,
teeth, and shoulders. We considered the parts of the nose, tongue,
and teeth into the mouth category based on the similarities of facial
action units. Consequently, four body parts were grouped into the
gestures: the head, the mouth, the eyes, and the shoulder. Including
the combinations (action sequence and frequency) of different body
parts, we elicited 12 different dimensions of gesture.

4.1.2 Findings from the classification. We found 244 unique head
gestures after merging the overlaps. Figure 3 shows the composi-
tion of head gestures. Three parts of the head, eyes, mouth, and
their combination were used most frequently, accounting for a
total of 77 percent. Among them, the proportion of head-based
gestures was 34.8% (appeared 85 times), eyes-based gestures were
17.6% (appeared 43 times), and mouth-based gestures were 18%
(appeared 44 times). From Fig. 3, it can be found that the gestural
interaction based on head action is almost twice that based on eye
action. This finding indicates that although eye-based gestures are
more selective than head-based gestures, participants were more
willing to choose head-based gestures, which differs from the con-
clusion mentioned in the paper [7, 42]. The possible reasons can be
analyzed from the following two aspects: (i) gestural interaction
frequently using eye movements and blinking can easily lead to
a sense of tension in the eye muscles and nerves [6]. For people
with dystonia, higher facial muscle tension may cause posture dis-
order when interacting with devices. In contrast, they prefer to use
head-based gross movements. (ii) from the perspective of develop-
mental psychology, human motor development follows a sequence
from beginning to end, while the head motor is the earliest form
of human development. In our daily conversation, we often use
head movements such as nodding or shaking for feedback (such
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Table 2: Head gesture classification based on facial muscle movements

Category Dimension Details

Single body part Pose or motion only head (direction and distance); only
mouth (lips, cheek, nose, tongue); only eyes;
only shoulder.

Parts Combinations Action sequence more than one part action at the same time,
the other part action after one move.

Action frequency instant action, continuous action, once,
twice, three times, repeat. . .

as nodding to agree or shaking to deny) [3]. From an evolution-
ary psychological perspective, compared to eye actions, people are
more accustomed to conscious head movements [13].

4.2 Preferred head gesture set
We calculated the Agreement Score of the referents based on the
frequency of the same head gesture. After addressing the issue of
gesture conflicts, we assigned the preferred gesture set.

4.2.1 Agreement Score. We evaluated the degree of gestural con-
sensus among our participants to quantify agreement. Fig. 4 illus-
trates the agreement of the gestures for each referent. There are 5
commands with high consensus (sliding left/right/up/down, phone
lock), 15 commands with moderate consensus, and 6 commands
with low consensus. The overall average agreement score for 26
referents was 0.201 (SD=0.132) obtained in the study, which implied
a medium agreement according to the interpretations for the mag-
nitudes of agreement score by Vatavu and Wobbrock [34]. These
results are similar to the others reported in the literature [26, 42].

The maximum agreement was reached in Scroll up/down com-
mands (Ac = 0.492). These are the paired commands, and in the
experiment, we presented them together to the participants. Partic-
ipants designed four interactive gestures based on head movement
in different directions. The mapping gesture for “Scroll up” was
“head up and look upward” chosen by 11 participants, and the cor-
responding gesture for “Scroll down” was “lower head and look
downward” chosen by 11 participants. A high agreement score
indicates that participants are more likely to use these gestures for
commands. In contrast, the minimum agreement score was reached
in referents of “Open Previous/Next App in the Background” (Ac =
0.07), both of which also had symmetry. Participants proposed 13
different head gestures, while the highest score was “head forward,
head turn right/left, nod,” with only 2 participants choosing them.
The result for these two commands with the lowest agreement
score is consistent with the conclusion in [39], indicating that more
complex commands would result in lower consensus.

The complexity of “Phone Lock” is greater than that of “Single
Tap” or “Double Tap”. According to previous studies, the gesture
agreement for conceptually complex commands should be relatively
low, but there is a high level of agreement here. This is related to the
psychological assumption that users tend to simplify commands.
As P1 said after watching the video of the lock screen command,
“Oh, it’s the same as locking and closing...”

4.2.2 Conflict Strategy. According to the conclusion of the ges-
ture distribution in section 4.1.2, the participants preferred head
movements-based gestures. Therefore, we considered the head as
the first choice in body gesture allocation, followed by the mouth
and eyes. Take the command “Zoom out” (Table 3) for example,
gesture 1 and gesture 2 had the same agreement score, and then, we
assigned the head action as the preferred gesture to it. Participants’
cognitive patterns, past experiences, etc., have an impact on the
choice of body-based gestural interaction [37]. We adjust specific
gestures based on the analysis of the qualitative feedback during the
elicitation process, such as following the body actions from simple
to complex and pair command mapping, etc. As shown in table 3,
the commands of “zoom in/out” are paired commands. Therefore,
for the “zoom in” command, although the gesture of “wide open
mouth” proposed by the participants had a higher level of consen-
sus, we assigned the “head forward” as the optimal gesture to it,
considering the consistency of the paired commands. Besides that,
if the same gesture was assigned to both a single command (such as
rotation) and a command with symmetry (such as slide left/right),
we followed a previous study [42] that prioritized the gesture to
paired ones and the gesture with the second-highest score was
allocated to the single command.

4.2.3 Final Head Gesture Set. Table 4 shows the optimal user-
defined head gesture set for each command. SET 1 in the table
is the user-defined head gestures mapping for 26 smartphone com-
mands based on subjective rating, insight understanding, and the
level of consensus. SET 2 is the alternative one second only to SET
1. And all gestures were proposed by more than one participant.
Fig. 5 intuitively illustrates the final user-defined head gestures for
the 26 referents. There were 10 were only head gestures, 4 were
only mouth gestures, and 4 were only eye gestures.

We can find some relevance between the referent and the corre-
sponding head gesture from the optimal gesture set. As to the paired
commands (e.g., sliding up, down, left, and right), the allocated head
gesture in high consensus proposed by the participants was head
motion in the corresponding direction (up, down, left, and right).
For the referents with the features of frequency (e.g., single tap and
double tap), participants proposed head gestures based on action
frequency (nodding/blinking once/twice), which was consistent
with previous research findings. For the referent of “Zoom in/out,”
the preferred gesture proposed by the participants is not based on
changing the size of body parts but on real-life practice, which
associated the distance causing the object size change from a visual
perspective.
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Figure 3: Distribution of gestures per category

Table 3: Strategy for Solving Gesture Conflicts

References Gesture 1 Ac (gesture1) Gesture 2 Ac (gesture2) Gesture 3 Ac (gesture3)

Zoom out head
hypokinesis

0.035 squint eyes 0.035 Stick out the
tongue

0.016

Zoom in head forward 0.016 wide open eyes 0.035 Open the mouth 0.035
Conflict 1: For a command (e.g., Zoom out), have three types of gestures allocated, and gesture 1 conflicted with gesture 2 with the same
highest agreement score. Then, we assigned the head action as the preferred gesture to it.

4.2.4 Subjective Ratings. Many recent investigations within the
domain of gesture studies have incorporated subjective assessments
as a pivotal metric for validating user-defined gesture sets [5, 17, 25,
40, 42]. In our experiment, after completion of the gesture elicited
for a task, participants rated their gestures on three dimensions:
goodness of fit, easiness of performing, and social acceptance. Sub-
sequently, we divided the gestures of each task into two groups: the
first group related to the user-defined best-preferred gestures, and
the second group related to all others that do not belong to the best-
preferred set. Then, we did the difference test for the participants’
average goodness of fit (mean of large groups=5.83, mean of small
groups=5.67), easiness of performing (mean of large groups=5.96,
mean of small groups=5.96), and social acceptance (mean of large
groups=5.86, mean of small groups=5.51) of the gestures in these
two groups. The result showed that the three subjective dimensions
were no significant difference in groups, which is consistent with
the conclusion drawn in a previous paper [42]. The reason would

be that participants always believed that the gestures they designed
were the most suitable for them. Further, when we did the Pearson
Correlation Test for the subjective ratings and agreement score,
Pearson’s correlation coefficient showed a positive correlation be-
tween social acceptance and the agreement score (r=0.493, p =0.010
< 0.05). This indicated that, in the interactive techniques, the partic-
ipants’ perception of social acceptance of the gestural interaction is
an important factor. There was no significant correlation between
the other two aspects.

4.3 Feedback and Observation
Three themes were summarized for the insights of elicited gestures.

Usage scenario Participants considered the contexts both pri-
vate and public. When designing for the “Next Button” task, P4/P14
raised similar concerns: “ Can I set based on context? The first
body part on my mind is my tongue. It is quite comfortable to do
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Figure 4: Agreement scores sorted by referents (the higher the better; low agreement: 0–0.1, medium agreement: 0.1–0.3, high
agreement: 0.3–0.5, very high agreement: >0.5)

on my own, but I wouldn’t do it in public. I think that sticking
out my tongue is a bit ugly.” In design processing, participants are
often intuited to suggest comfortable gestures based on their first
impression. Then, they present a willingness to use it in private but
not in public, which is similar to the conclusion in the paper [22].

Structural metaphor The gestural interaction is not enough to
reveal its metaphorical nature but is related to the user’s psycho-
logical model [4]. Taking the “Zoom In/Out” task as an example,
P2 said, “It is much more intuitive to use the eyes or the head to
infinitely close the phone. This felt like being unable to see clearly
and moved closer for a better look.” Participants would associate it
with scenes of life that they would attempt to get close enough to
see clearly when the target looks blurry. This leads to the idea of
designing a head gesture based on distance. When designing head
gestures for paired commands, participants often selected body

parts that can achieve symmetric actions, preferring to keep the
consistency of task orientation. For example, the “Swipe/Flick” task
includes up, down, left, and right in the dimension of surface and
motion, and the participants selected the corresponding head to
turn up, down, left, and right. The result of the study was that the
level of consensus for these tasks was very high. Besides, some
participants conduct the gestures for tasks based on the function
of sensory organs, such as using the mouth for Volume up/down,
using eyes-based gestures for select tasks, etc.

Influence of the severity of dystonia on gesture perfor-
mance We grouped the participants into severe and mild in terms
of dystonia severity. From behavior observation through the ex-
periment process, the gesture actions in mild groups can almost
be identified and comply with what they described. Participants
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Figure 5: Visual illustrations of the final user-defined head gestures for 26 referents. ( the gestures marked with * are similar to
the prior paper [43])
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Table 4: The preferred gesture set

Referents SET 1 SET 2 SET 3

Single Tap nodding once blink once turn head
Double Tap nodding twice blink twice
Flick raise head open mouth smile
Long Press puff cheeks 2S open mouth Close eyes 2s
Scroll Up raise head and look upward
Scroll Down lower head and look downward
Swipe Left turn head to the left and look

left
head tilting to the left

Swipe Right turn head to the right and look
right

head tilting to the right

Zoom In head forward wide open eyes Open the mouth
Zoom Out head hypokinesis squint eyes Stick out the tongue
Drag show the teeth, and turn the

head
gaze, and stick out the tongue Wry mouth

Rotate head tilting 3S Turn head to the left shrug the left shoulder
Open the App open the mouth Head shake and blink twice Eye movement, and blink
Move to Next Screen turn head to the left and look

left
Turn head to the left

Open the Container nodding once eye movement and blink twice Blink 3times
Next Button turn head to the right, then

blink once
shrug the right shoulder and
blink twice

Head forward

Previous Button turn head to the left, then blink
once

shrug the left shoulder and
blink twice

head hypokinesis

Next Container look downward slowly lower head
Previous Container look upward slowly raise the head
Move to Next Target App turn head to the right eyes moving turn head to the left
Open Previous App in the
Background

head forward, then turn head to
the right, then nodding

Open Next App in the
Background

head forward, then turn head to
the left, then nodding

Phone Lock close eyes for 3∼5s blink twice
Volume Up open the mouth for 2s tongue out and upturned raise head for 10s
Volume Down tightened the mouth lower the head pout
Screenshot blink twice eyes blink 3 times nodding 3times

preferred to perform gestures that were simple and easy to remem-
ber. When designing a gesture for the task of “double tap”, P2 said:
“Considering this command using frequently, simple actions are
not getting too tired.” However, only in terms of behaviors is it hard
to see what kind of gestures are made for tasks by participants in
severe groups. Taking P3 as an example, when he made the gesture
of “closing the eyes” for the task, the whole facial muscle tensed
(e.g., furrowing his brow, keeping the mouth tightly closed). Mean-
while, we found that his tongue is very flexible and can make many
mouth-based gestures such as sticking out the tongue, turning the
tongue left/right, bulging the cheek, etc.

5 DISCUSSION
In this section, we conducted a comparative study between previ-
ous works for motor impairment and discussed the commonalities
and uniqueness of gestures for people with dystonia and possible
rationales. Besides, we reflect on design implications.

5.1 Comparative study to prior papers
Our work through an elicitation study found that the people with
dystonia exhibited head gesture preference, compared to the prefer-
ence towards eye-based gestures for people with upper body motor
impairment. [7, 42]. This difference would be linked to the specific
motor characteristics of individuals with dystonia. We extend Zhao
et al.’s conclusion that interactive gestures are the same for 10 out
of 26 common tasks, while the other 16 common tasks are with
different allocated gestures (marked * in Fig. 5). This difference indi-
cates that groups with diverse abilities would have a personal-tailed
gesture set. The participants in the previous are the people with
a wide range of upper-body motor impairments, which include
dystonia.

5.2 Reflect on design implications
Customized gestures based on motor abilities Our findings
provide the guidelines for smartphones to be more accessible for
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people with dystonia. From gesture classification, we found that
people with dystonia prefer the gross motion of head-based gestures
followed by mouth-based gestures due to specific motor charac-
teristics. Especially for severe dystonia, it’s difficult to see what
gestures they make, identifying by most facial actions, but they can
make many tongue-based gestures smoothly. The high dexterity
of the tongue should make it a good candidate for people with
upper body impairment. In this study, about 5% of participants
suggested making gestures with their tongues. However, tongue
gesture interaction studies are almost for severe motor impairment
such as full-body paralysis (e.g., [16, 22]). A possible solution is to
investigate more system customization services adapting to users
with diverse abilities, for example, designing different head gesture
set packages for smartphone tasks in the same category.

Potential challenges Our study mainly explores interaction
technology solutions from the user’s perspective: What interactive
gestures can they engage in, and are they willing to do without
considering recognition accuracy? To a general camera, it’s diffi-
cult to accurately detect some gestures with micro action, such as
tightening the mouth. For dystonia, muscular spasms might result
in high recognition error rates, generating frustration for the user.
Furthermore, due to diverse motor characteristics, the participants
proposed gestures based on what they could perform involving
various facial action units (e.g., head, mouth, tongue, teeth, etc.).
The gained final head gesture sets are typical and generalizable
to people with mild dystonia. However, whether and to what ex-
tent such user-defined gestures can be generalized to people with
other types of motor impairments remains unclear. Future work is
warranted to answer such a question.

6 LIMITATIONS AND FUTUREWORK
Weemployed the samemethodology [38]as the newest research [42].
However, the potential limitations of this traditional method should
be considered. In our work, we defined the similarity criteria to
identify the proposals for each referent and employed the A formula
to calculate the agreement score, which depends on the number of
proposals provided by participants. Although the gestural proposals
for each referent were agreed upon by more than one participant in
this paper, this approach would lead to an unstable zero-agreement
level along with the sample size expanding [35]. Nevertheless, it
is interesting to apply other recent measures of agreement for fur-
ther investigations. In addition, although the participant’s previous
experience with other interfaces is desirable and helpful for ex-
ploring more accessible gestural interaction with smartphones for
people with dystonia, legacy bias would be a potential concern for
effectiveness in exploring new interactions.

Our study aimed to explore the gestural interaction with smart-
phones for people with dystonia. While using multiple methods
across the study, due to the inherent varied abilities of the sample,
our results are preliminary, and we believed that our finding of the
gesture set would be a good framework for people with dystonia to
interact with smartphones without touch. In the future, more inves-
tigations with expanding the number of participants are necessary
to achieve more generalizable findings.

7 CONCLUSION
We took the first step to explore the user-defined head gesture inter-
active technology on smartphones in people with dystonia. Based
on participants’ agreement over 416 gesture samples, subjective
rating, and understanding of participants’ feedback, we obtained a
user-defined gesture set. The findings notably illuminate that, al-
though eye-based gestures are more diverse, participants were more
willing to choose head-based gestures followed bymouth-based ges-
tures. Furthermore, we compared our result with the conclusions
in previous related gesture studies and expended their findings that
although some overlap, people with dystonia have a preference for
gesture choices based on their conditions. Finally, we highlight the
reflection on design implications together with the limitations and
future work.
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